152 Science and Technology Development Journal, vol 20, no.K3- 2017

A modification of line Hausdorff distance for
face recognition to reduce computational cost

Dang Nguyen Chau, Do Hong Tuan

Abstract— Face recognition, that has a lot of
applications in modern life, is still an attractive
research for pattern recognition community. Due to
the similarity of human faces, face recognition
presents a significant challenge for pattern
recognition researchers. Hausdorff distance is an
efficient parameter for measuring the similarity
between objects. Line Hausdorff distance (LHD)
technique, which is the applying of Hausdorff
distance for face recognition, gives high accuracy in
comparing with common methods for face
recognition. For fast screen techniques such as LHD,
the computational cost is a key issue. A modified
Line Hausdorff distance (MLHD) is proposed in this
paper. The performance of the proposed method is
compared with LHD method for face recognition in
various conditions: 1) ideal condition of face, 2)
varying lighting conditions, 3) varying poses and 4)
varying face expression. It is very encouraging that
the proposed method gives lower computational cost
than LHD while keeping the accuracy of face
recognition equal to the LHD method.

Index Terms— Face cognition, Line Hausdorff
Distance, Hausdorff Distance, Modified Line
Hausdorff Distance.

1 INTRODUCTION

Automatic face recognition is an active
research area and has had a lot of
publications in last two decade years. Face
recognition has lot of applications in modern life
such as bank card identification, access control,
‘mug shot” searching, security monitoring
systems.

Face recognition is used for identification one
or more persons from a still image or a video by
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comparing the input image with face images
stored in database. Face features of images in
database are extracted and stored offline. The
same features of the input image are extracted too
and comparing with the features of each model
image in the database. Due to the similarity of
human face, comparing techniques of face
features still presents significant challenge for
pattern recognition researchers. There were a lot
of methods for face recognition have been
proposed. However, there was no method is the
best in comparing with other methods [1]. Line
Hausdorff Distance (LHD), which proposed by
Gao and Leung [2], gives high accuracy for face
recognition in comparing with other common
methods for face recognition. Moreover, LHD is
also stable in various condition of face recognition
such as: lighting conditions, varying pose
conditions and varying face expressions. This
makes LHD become more attractive for applying
for face recognition applications, where the real
lighting conditions, poses and face expressions are
different from image with ideal conditions in
database.

In most face recognition systems, searching the
best matching face in database is the most
computational expensive operation due to the
large number of images in the database. Efficient
search method is more attractive for a face
recognition system. The proposed method in this
paper, Modified Line Hausdorff Distance
(MLHD), give lower computational cost than
LHD method while the accuracy for face
recognition is equal to the LHD method. In the
rest of paper, the review of LHD method is
presented in section 2. The proposed method,
MLHD, is continued in section 3. Section 4 is the
comparing recognition rate of the proposed
method MLHD with LHD method. The paper is
closed in section 5 with some comments.
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2 LINE HAUSDORFF DISTANCE

The edges of an face image, which is the
reflecting of large local intensity changes caused
by the geometrical structure of the face, are the
important features of human face. However, edge
of an human face image has not used for face
recognition until Takacs [3]. Takacs [3] and Gao
[4], used Haudorff distance for matching
dominant points of the edge map of a face image
and called Modified Hausdorff Distance (MHD).
Gao and Leung [2] also used Hausdorff distance
for matching face image but using the lines, which
is the connection of dominant points, of the edge
map, called Line Hausdorff Distance (LHD).

Edge map of an face image is the map of
dominant points of edge curve of face image. For
generating an edge map, first, edge curve of the
face image is extracted. There are a lot of edge
extraction methods proposed. However, Heath et
al. [5] showed that “no one single edge detector
was best overall; for any given image it is difficult
to predict which edge detector will be best”. For
generating the edge map of face image, we use the
edge detector which is proposed by Babu [6]
followed by a thinning process for one pixel width
edge curve extraction. The Dynamic two strip
(Dyn2S) [7] is applied on edge curve for

generating the dominant points of the edge curve.
An example of an edge map of a face image is
shown in Fig. 1.

Fig. 1. A person face and its edge map.

LHD uses Hausdorff distance for measuring the
distance between lines in edge map (LEM), which
are the connection between dominant points.

LEMs
(representing the model LEM in database) and
T'={t,t;,.t;} (representing the test image
LEM), the notation | means line, for
discriminating from the dominant point used in

MHD. The distance between two lines is defined
as

Given  two M'={mj,m,.m}

d(m)t)) = JdZ (m),t})+dZ, (m),t))+d2 (m).t))

)

where d_ is the orientation distance is defined
as

d, (m!t))= 0% (m! t!)/w @)

0 is the smallest intersecting angle between
two lines, W is a parameter determined by a
training process. d,, and d, are the parallel

distance and perpendicular distance between two
lines, could be calculated as

dpa(mi"t;)=min('pal"paz) (3)
Ay (M0 t) =1, (4)
The parallel distance and perpendicular

distance as Eq. (3) and Eq. (4) is used for two
parallel lines as Fig. 2.
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Fig. 2. Distance between two parallel lines.

In general, two lines are not parallel, so we
must rotate the shorter line with its midpoint as
rotation center before calculating d, and d, .

The reason of choosing shorter line for rotating
because this would cause less distortion to the
original line pair. In order to reducing the effect of
the broken line caused by the segmentation error
of the missing or adding of dominant points, the
parallel distance will be zero if one line is within
the range of other as Fig. 3.
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Case 3

Case 1 Case 2

Fig. 3. Distance between two parallel lines

A primary line Hausdorff distance for
measuring the similarity between lines could be
defined as

Houo (T' M) = max(h(M",T'),h(T',M"))  (5)
where
h(M',T')= = > 1 mind(m{,t}) (6)

and |, is the length of the line m|

Ch(MT!)
is called the direct Hausdorff distance between
two LEMs.

However, the Hausdorff distance as Eq. 6 still
has weakness. Supporting T is the LEM of the
testimage and t; isalinein T; M_ and M are
the corresponding identical and nonidentical
model of the test image in the database. If the
corresponding line of t;, line m_, in M_ is
missing because of segmentation error, the direct
Hausdorff distance as Eq. (6) between T and M,

will use d(my,,t}) for calculating. d(my,,t}) is

ntvj
the distance between line t, to the closest line

m, in corresponding LEM M_, however,

different from the corresponding line m,.
Similarity, the direct Hausdorff distance between

T and M, will use d(m,t}) for calculating,
where m_is the closet line of t; in the LEM

M, . It is possible the d(m;,tj) is very large

J
than d(m;,t;) and T will take the M, as it
matching LEM in the database. Though
d(m.t;) and d(m,.t;) are not the
corresponding lines of t;, they make M, more
than M,

similar to T and this cause the

mismatch.

Gao and Leung suggested using the number of
corresponding pair between test and model image
in the measure of the similarity. Assume that line
t, of the test LEM take m, of the model LEM as
closet line. They defined N, and N, are the
position and angle neighbor. If the line m, is in
range of N, and N,, the line m, might be the
corresponding line of line t;. Such line t; is

called the high confident line. A ratio of
confident, which is the ratio between the number

of high confident line (N, ) and number of line
the LEM (N, ). is defined as

R = Nee @)
N total

Hence, the complete version of LHD will
become

0= b ) 1 B2 ) [ O

where R,, and R, are the ratio of confident of
input and model LEM, W, is a parameter that is

determined in training process. In the experiment,
we use the Bern university database [8] for
training process. The parameter of LHD are
obtained as follow: N, =6, N, =30, W =30,

W, =5.

3 MODIFIED LINE HAUSDORFF DISTANCE
(MLHD)

In the calculating of the h(M',T') as Eq. (6),

for each line m, in model LEM M , we have to
calculate the distance between two lines
d(mi',t'j) for all lines t; in the test LEM. After

that, we find the line tj , Which has the minimum

distance d(mj,t;). This is the degree of

redundancy of LHD method.

The line t;, which has the minimum distance
to the line m, , might be the corresponding line of
line m in the

model edge map. Such

corresponding line could not be too far from the
line m, of the model edge map. From this idea,

we see that for finding the line in test edge map
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has minimum distance to a line m, in model edge

map, we could find from the lines, which have the
distance to line m; is d_ lose.

Suppose matrix M and T are the LEM of
model and test image. Each line of matrix is the
coordinates of two end-points of each line in the
LEM. The Algorithm 1 shows the proposed idea

for calculating h(M',T"). In the Algorithm 3, the

parameter D is the size of the image, Kcg is a
parameter that we could find from training
process. T, , and T ., are the coordinates of the
midpoint of each line in the edge map, which

could be find from the coordinates of two end-
points of each line.

Algorithm 1 : The proposed idea

Inputs: M and T
Outputs: h(M',T')
Nyw =0
D
Keg
for i =1:size(M) do
for j=1:size(T) do

if \/(Tmpl M) = (Tos =M o,) 2 di,
then
dM (j)=1000
else
dM (j)=d(m,t,)
end if
end for
[dein (i), pIaceT] =mindM;
end for

close —

If we call P and Q are the number of lines in
the model and test LEM, the computational
complexities of LHD will be O(kPQ), where k
is the time for calculating distance between two
line d(m/,t}). With the proposed idea, the
computation complexities of MLHD will be the
same as LHD method but reducing Kcg time.

4 EXPERIMENT RESULT

In this paper, we investigate the system
performance of MLHD for face recognition
under: 1) ideal lighting condition and pose, 2)
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various lighting condition and 3) varying poses.
Two common face databases are used. Bern
University database [8] contains 300 images of 10
persons, each person has 10 pictures (2 pictures of
frontal face, 2 pictures with looking right face, 2
pictures with looking left face, 2 pictures with
looking up face and 2 pictures with looking down
face). AR face database [9] contains 2600 pictures
of 100 persons (50 men and 50 women), each
person has 26 pictures with first 13 pictures has
various lighting condition, face expression and
last 13 pictures is the same as first 13 pictures
with 2 weeks later taking. In the experiment, all
picture is resize at 160x160 pixels.

4.1 The effect of Kcg

In this experiment, we use frontal face image of
Bern database as the training set. There are 30
frontal face images of 30 person for the database
and other 30 frontal face images as test images.
The recognition result is shown in Fig. 4.

100%

Accuracy

Kcg

Fig. 4. Effect of Kcg on system performance

From the result for right recognition for frontal
face image of Bern database, we choose
Kcg = 2 for all other experiments in this paper.

The experiment was conducted on a PC station
with 3.7 GHz CPU and 2 GB RAM. The matching
time for BERN database is shown in Table 1. The
proposed algorithm has matching time 40% less
than the original LHD.

TABLE 1
MATCHING TIME FOR BERN DATABASE
LHD MLHD
Matching time 337 205

(second)

In general, the lines of face’s LEMs is equally
contributing in the face. So the matching time for
proposed algorithm will be a half of the LHD
algorithm.

4.2 Face recognition under ideal condition

In this experiment, we use a pair of frontal face,
which is the ideal conditions picture, of each
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person in the Bern database and AR database for
face recognition. With Bern database, we have 30
images for database and other 30 images as the
input. With the AR database, we have 100 images
for database and 100 other images for the input.
Recognition rate of LHD and MLHD method is
shown in Table 2.

TABLE 2
RECOGNITION RATE FOR IDEAL CONDITION
Method Bern AR
LHD 100% 93%
MLHD 100% 90%

With Bern University database, all methods
give correct recognition of 100% because there
are minor differences between two frontal face
pictures. However, two frontal face pictures of
AR database is taken within 2 weeks, this makes
large difference between two pictures.

Here we see that the proposed method MLHD
gives lower accuracy than LHD method for face
recognition. However, the proposed method has
computational complexities is a half in comparing
with LHD method.

4.3 Face recognition under varying lighting
conditions

In this experiment, 100 frontal face pictures of
AR database are used as the database. Each
person has 2 pictures with the left-light, 2 pictures
with the right-light and 2 pictures with the both-
light. So with each lighting condition, we have
200 pictures as the input. The face recognition
under varying lighting condition result is showed
in Table 3.

TABLE 3
RECOGNITION RATE UNDER VARYING LIGHTING CONDITIONS
Method LHD MLHD
Left light on 93% 92%
Right light on 87% 89%
Both light on 71% 71%

In all conditions of the light, MLHD method
archives equal recognition rate to the LHD
method. This means MLHD method is stable with
lighting conditions of the image as LHD method.
This makes MLHD method, also LHD method,
become more attractive with real applications,
where the lighting conditions is not controlled,
than common face recognition method as
Eigenface.

4.4 Face recognition with varying poses

In this experiment, 30 frontal face pictures of
Bern database are used as the database. With each
person, we use one image of looking left, looking
right, looking up and looking down. So we have
30 images as in put for each condition of pose.
The face recognition with varying poses result is
showed in Table 4.

TABLE 4
RECOGNITION RATE WITH VARYING POSES
Method LHD MLHD
Looking left 47% 53.33%
Looking right 54% 50%
Looking up 69% 70%
Looking down 62% 56.67%
Avarage 58% 57.5%

The proposed algorithm, MLHD, gives higher
accuracy for looking left and looking up of
model’s face while lower accuracy for others case
of facing poses. In the average, the proposed
algorithm give the same result as the LHD
algorithm.

4.5 Face recognition with varying face
expression

In this experiment, 100 frontal face pictures of
AR database are used as the database. Each
person has 2 pictures with each face expression:
smiling, angry and screaming. The face
recognition with varying face expression result is
showed in Table 5.

TABLE5
RECOGNITION RATE WITH VARYING POSES
Face LHD MLHD
expression
Smiling 47% 53.33%
Angry 54% 50%
Sceaming 69% 70%

The original LHD gives high accuracy for face
recognition with smiling and angry expression of
human face, however, low accuracy for screaming
expression. The proposed algorithm gives slightly
lower accuracy for smiling and angry expression
than original LHD. However, with screaming
expression, the proposed algorithm gives much
higher than original LHD. As the result in Table
5, the proposed algorithm is more stable than
original LHD for face recognition with varying
face expressions.

5 CONCLUSION
LHD method is an advantage method for face
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recognition in comparing with Eigenface, which is
the most common method for face cognition used
by most researchers of face recognition
community. Beside getting higher recognition rate
than Eigenface method, LHD method also shows
that it is stable with various lighting conditions,
varying poses and varying face expression.

This paper has proposed MLHD method.
MLHD method gives the same recognition rate as
LHD method while getting lower computational
complexities. For Kcg =2, MLHD method gives

a half computational complexities of LHD
method. This is valuable which a face recognition
application, where the number of image for
searching is huge. Beside that, MLHD also shows
that it is stable with non-ideal conditions of the
image.
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Cai tién toc do tinh toan cho phuong phéap
khoang cach Hausdorff duong dung cho nhan
dang khudn mat

Ping Nguyén Chau va DS Hong Tuan

Tém tit— Nhan dang khudn mit c6 rit nhidu tng dung trong cudc song hién dai ngdy nay va van la mot hudéng
nghién ctu dugc quan tam nhleu ctia cong ddng khoa hoc vé nhan dang. Do su giong nhau cua cdc khudn mat
ngudi, nhan dang khuén mat van con 13 mét thach thire 16n cho cac nha nghién ciru vé nhan dang dé dat duoc ty 18
nhan dang chinh xac cao. Khoang cach Hausdorff 1a m¢t phuong phap nhanh va hiéu qua trong vi¢c nhan dang
khuoén mat. Phuong phap khoang cach Hausdorff duong (LHD) la mét phuong phap ap dung khoang cach
Hausdorff trong viéc nhan dang khudn mdt va cho ty 1¢ nhdn dang chinh xac rit cao khi so sanh véi cac phuong
phép phé bién vé nhan dang khuén mit. Vi 1a mot  phuong phap do tim nhanh nén d6 phirc tap tinh toan 1a mot didu
rat quan trong. Trong bai bao nay ching toi dé& xuét mot cai tién ciia phuong phap LHD trong nhén dang khudn mit.
D6 chinh xéc cua thudt toan dé xuét s& duoc so sanh voi phuong phap LHD trong céc diéu kién khac nhau: 1) diéu
kién 1y tudng; 2) cac didu kién khac nhau cua anh sang, 3) cac goc chup khéc nhau va 4) cac cam xac khac nhau cia
khudn mit. Trong tit ca cac khao sat thi phuong phap dé xuét déu cho két qua nhan dang chinh x4c gin nhu ngang
béng v6i phuong phap LHD nhung d6 phtrc tap tinh toan thi thap hon phwong phap LHD rat nhiéu.

Tir khéa— Nhan dang khuon mit; Khoang cach Hausdorff, khoang cach Hausdorff duong.



