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ABSTRACT: Ground penetrating radar (GPR) systems emit electromagnetic energy into ground

and receive reflection signals to process and display images of objects underground. The technology

can be applied to variety of fields such as military, constructions, geophysics, ... In the paper, we will

propose the prediction deconvolution technique for signal processing in GPR systems. The technique is

developed based on the method of Least Square filter and Wiener filter. Our processed results have

shown that by applying the proposed technique, received signals will be eliminated interference and

give better images with high resolution. In addition, to get good results we see that it is necessary to

predict the accuracy of pulse response of environments.

Keywords: Prediction Deconvolution Technique, Signal Processing, Ground Penetrating Radar
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1. INTRODUCTION

Ground  penetrating radar  (GPR)
technology has been widely studied over the
world. The GPR system emits electromagnetic
energy into ground and receives reflection
signals to process and display images of objects
underground. The technology can be applied to
variety of fields such as detection of buried
mines, mine detection (gold, oil, underground
water, ...), pipes and cable detection, evaluation
of reinforced concrete, geophysical
investigations, road condition survey, tunnel &

wall condition, ... [1-11].

In GPR systems, transmitted signals are

narrow pulses. Due to interference and

characteristics of material underground,
received signals are widen and delayed
responses, thus reduce the resolution of GPR’s
image. The purpose of the deconvolutional
techniques is to convert the responses into a
narrow pulse in order to eliminate interference

and improve the resolution [1, 2, 5].

Signal processing techniques until now
have been used techniques of image processing
such as noise removal, smooth processing by
two dimensional multiplication convolution, or
median filter, [12]. However, for GPR
signals, we need to not only process images but
also recover transmitted narrow pulses. In the

paper, we propose a method of prediction

deconvolution, which can do two simultaneous
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tasks of prediction and deconvolution. The
results of processing are much dependent on
the prediction distance. The importance of the
deconvolution technique is to process widen
signals to a spike pulse. Therefore, the
technique can eliminate Gaussian noise and
recover signals in time domain and increase the
resolution of GPR’s images. The technique is
based on the method of Least Square filter and
Wiener filter. Our processed results have
shown that by applying the proposed technique,
received signals will be eliminated interference
and give better images with high resolution. In
addition, to get good results we see that it is
needed to predict the accuracy of pulse

response of environments.

The remaining of the paper is organized as
follows. In the next section, the model of GPR
systems is described. The proposed technique
of predict convolution is presented in section 3.
In section 4, we show the process of the
technique and discuss its results. Finally, we

conclude the paper in section 5.

2. MODEL OF GPR SYSTEMS

Fig. 1. Block diagram of a GPR system

GPR is a method applied electromagnetic

energy to investigate  structures and

characteristics of materials underground
without dig and destruction. The model of GPR
systems is shown in Fig. 1. The system uses
high frequency radio signals to collect
information underground. Signals transmitted
from antennas penetrate into ground with a
velocity depended on environments. When the
signals go through different layers of material
with different dielectrical constants, a part of
the signals is reflected. Receive antennas
receive the signals and then process to view the
images. Because the reflected signals are
created at the border of material layers, by
processing, viewing, and monitoring, we can
determine the structure and shape of objects

underground.

3. THE PREDICT CONVOLUTION
TECHNIQUE

Signal processing plays an important part
in GPR systems. The purpose of the signal
processing techniques is to eliminate noise and
interference, improve the quality of images,
and locate the position of desired targets. In the
paper, we propose a prediction deconvolution
technique, which efficiently eliminates noise
and interference, improve the quality of
images. The proposed technique is developed
based on a consequence of filters: Invert filter,

Least Square filter, and Weiner filter.

3.1. Invert filter

A concept of invert filter is shown in Fig.2.
If w(r) is GPR wavelet signals received and J(7)
is desired output signals, then f(f) must satisfy

the below condition:
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ot)y=w)* f(t) or f(t)= 5(;)*i )
w(?)
By conducting z-transform of (1), we have

1
F(Z):m=f0+flz+fzzz+... 2

Where W (z) =w, +wz+w,z2" +.... (3)

The expression shows the determination of
the filter’s coefficients by inverting the z-
transform of GPR wavelet. However, the filter
usually gives enormous error, especially when

GPR wavelet signals are different from desired

| GPR data I

signals.

GPR wavelet

Compute Its
Inverse (Filter

Operator)

Deconvoluted
GPR data

Fig. 2. Invert Filter

3.2. Least square filter

This is the method to find the filter’s
coefficients so that the difference between
received signals and the desired signals is
minimal. A concept of Least Square filter is
shown in Fig. 3. The filter’s coefficients fi,
frs-..fy are initial with arbitrary values, then

convolute with GPR received signals w(t) as:
YO =w®*fl )

Then, the coefficients are determined by

applying the least square error algorithm for the

error between signals y(t) and desired signals

d(t) as:

argminlle() I = argminll d(t) — y(¢) I’ (5)
Jisfors f, Jisfaseir

After receiving the coefficients, the filter

deconvolutes again with GPR received signals

| GPR data |

to get output signals.

GPR input
w(t)

Filter Operator
(=1, frenrhe)

Compute
YO=WE )

+*

Minimum Least Square
e(t)y=d(t)-y(t) filter operator
Desired output d(t)

| GPR output
Fig. 3. Least Square Filter

According to [12], the method is
significantly dependent on the initial phase of
desired signal d(t). If the phase is small, then
the error is small; and if the phase is large, then
the error is large. In addition, the method is

quite complex when the order of filter is high.

3.3. Weiner filter

A concept of Weiner filter is shown in Fig.
4. Assuming that received signals are (xo,
X1,...Xn1), desired signals are (dy, dj, ...dy).
The autocorrelation of received signals (ry ,r|
_.Tm1) is given by

r=Yxxt-7)  (©

t

for n=5 we have:
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_ 2 2 2 2 2
Ty =Xy +x; + X, + X5 + x5

T = XX, + XX, + X, Xy + XX,
Ty = XX, + XX + X, X,

= XX + X, X

1y = XoXy
=0
@)

The cross-correlation of received signals

(g0» &15---» &n.1) 1s calculated as follows:

g(1) =) x(t)d(1—7) (8)

The coefficients of Weiner filter (ay,
aj,...,a,1) can be determined by solving the

below equations:

h h h L 8o

h h h Tia || 4 81

Lohon s || G |T| &2

By o Ths o J\ G 81
©)

After receiving the coefficients, the filter
deconvolutes again with GPR received signals

to get output signals.

_@_

Auto
Correlation

Cross
Correlation

Weiner
Filter

Fig. 4. Wiener Filter application for GPR data

3.4. Prediction deconvolution filter

For the technique, the coefficients of the
filter are determined so that output signals will
be prediction signals considering as input
signals in future. A concept of the proposed

filter is shown in Fig. 5. Assuming that input
signals are x(1) : (X, X, X5, X3 , X)),
prediction signals are x(f +a):(x,,X; ,X,)

with@ =2 The coefficients of the filter are
determined by solving the linear equations

below:

rl@a+t)=Y x()x(t+a—71)

t

(10)
Or
h ' h h T | % Ty
hnon Lo || % Tt
6 ,i ,E) n-3 a? = ra+2
L Bo B A Tt
(11)
Now, consider special case a=1, n=5 we
have
h h L KN a I
h nh h hL L a £
L h L h L a |=|h
oL o n L o h a, A
o L Lo L ay Is
(11-a)

By augmenting the right side to the left

side we obtain
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1
“h b h LK 0
a,
- 0
L hn L h Lo h
aq
- =0
oL o h K hh =
a
- 0
L nLoho K4
a,
- 0
s, K L ho ok a

(11-b)

After changing and rearranging the

equations, we have new equations as follows:

h hononon 5\ (L

K hononon|b| |0

oL Lo honhonb| |0

nononononon|b| |0

non o non o n n|b| |0

nononononon)\b) \0
(12)

where by=1b =—-a, i=12,3,4,5,
L=ry-rja9-122,-T38,-T483-T584,

From equations (12), we see that prediction
deconvolution filter is based on signals in
current time and received signals in future
time. When determining the coefficients of
Weiner filter, we can also know the

coefficients of prediction deconvolution filter.

Desired

_r\ lnpur(n_a)
Input(n) I

Auto-
Correlation

I"ﬂ’einer fillea

ALy

—

Predict Operator
Filter

J I T . 1

Actunal
output

Fig. 5. Prediction deconvolution filter
4. SIMULATION RESULTS

In the section, we apply the prediction
deconvolution filter to a real GPR data
obtained by Malags systems [13]. The
technique is carried out by using Matlab
software. The results are compared with
original data to evaluate the proposed filter.
The structure of GPR data includes 510x2147
data matrices, where 510 is data obtained in
time domain, and 2147 is the numbers of traces

obtained in different positions.

Wi
1/ ui
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IR BT

Traveltime (ns)

1S

]
eiten b l‘wim”‘

200 40 600 800 1000 1200 1400 1600 1800 2000
Sean Axis (#Traces)

Fig. 6. Original data without processing
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200 400 600 800 . 1E2EI ‘“TWZW) 1400 1600 1800 2000
Fig. 7. Apply the prediction deconvolution filter to
data with length of filter L = 3ns, prediction range

& = 2ns, and whitening ratio W=1%
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Fig. 8. Apply the prediction deconvolution filter to

data with length of filter L = 15ns, prediction range

¥ = 2ns, and whitening ratio W=1%
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Fig. 9. Apply the prediction deconvolution filter to
data with length of filter L = 10ns, prediction range

= 5ns, and whitening ratio W=1%
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Fig. 10. Apply the prediction deconvolution filter to
data with length of filter L = 20ns, prediction range
(& = 5ns, and whitening ratio W=1%
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Fig. 11. Apply the prediction deconvolution filter to
data with length of filter L = 5ns, prediction range

O = 5ns, and whitening ratio W=2%
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Fig. 12. Apply the prediction deconvolution filter to

data with length of filter L = 5ns, prediction

range & = 1ns, and whitening ratio W=5%

From the results shown in Figs. 6 — 12, we
can see that applying the prediction
deconvolution filter, interference is much
eliminated and the quality of image is much
improved. In addition, the filter is much
dependent on channel responses. If channel
responses are fast, prediction range should be
chosen short, otherwise if channel responses is
slow, then prediction range should be chosen
longer. Moreover, it is seen that the
deconvolution for GPR data is mainly
dependent on prediction range. Other
parameters are only conditions for us to predict
without affecting to processing results. The
prediction filter is a technique to determine
channel responses if we can obtain the optimal
processing results for arbitrary prediction

range.
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5. CONCLUSIONS filter, Least Square filter, and Weiner filter.
Based on the processed results, we can see that
In the paper, we focus on our proposed

prediction deconvolution filter. The filter is by applying the prediction deconvolution filter,

. . interference is much eliminated and the qualit
developed based on some filters such as invert d y

of image is much improved.

UNG DUNG KY THUAT GIAI CHAP DU POAN CHO XU LY TIN HIEU TRONG HE
THONG RADAR XUYEN DAT

Lé Vin Hiung”, Bui Hiru Phi®, Nguyén Thanh Duy®, Nguyén Thanh Nam®
(1) bai Hoc Cong Nghiép Tp. Ho Chi Minh
(2) Phong thi nghiém Trong diém Quéc gia Diéu khién sb va K thuat hé théng, Truong PHBK

TOM TAT: H¢ thong radar xuyén dat truyén ndng lwong song dién tir trrong vao trong long dat
va thu tin hiéu phan xa tré vé dé xir Iy va hién thi hinh anh cia nhitng vt thé duéi long dat. Cong nghé
nay cé thé dwoc dp dung trong nhiéu linh viec khdc nhau nhw trong quoc phong, xdy dung va dia chdt ...
Trong bai bdo nay, chiing 10i xin dé xudt mét kj thudt gidgi chdp dw dodn cho xir Iy tin hiéu trong hé
thong radar xuyén dat. Ky thudt ndy diege phdt trién dwa trén phwong phdp loc binh phirong cue tiéu
va loc Wiener. Cdc két qud xir Iy da chi ra rang, véi viéc dp dung ki thudt gidi chdp dw dodn, tin hiéu
thu dwoc da logi bé duoc can nhiéu va cho bire dnh t6t hon véi do phan gidi cao. Hon nita, dé dat duoc
két qua tot hon chiing t6i thdy rdang ky thudt nay can dy dodn diing chinh xdc ddp ing xung ciia moi
truong truyén.

Tir Khéa: kj thudt gidi chdp di dodn, xir Iy tin hiéu, radar xuyén dat.
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