Science & Technology Development, Vol 14, No.K2- 2011

DYNAMIC PROFILE REPRESENTATION AND MATCHING IN DISTRIBUTED
SCIENTIFIC NETWORKS

Pham Tran Vu

University of Technology, VNU-HCM
(Manuscript Received on Decmber 07", 2010, Manuscript Revised April 21%, 2011)

ABSTRACT: Finding people having similar interests in online community is an interesting but

challenging problem. Especially, in distributed multidisciplinary research network, locating scientists

who share common interests to collaborate and solve large scientific problems is becoming more

important. This paper introduces a method for extracting and modeling scientists’ interest profiles from

their day-to-day interactions and a method for semantically matching interest profiles based on latent

semantic analysis. These methods exclude the necessity of having ontology for semantic matching of

profiles, while still maintain the ability to reason about the semantic meaning of words.
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1. INTRODUCTION

Finding people having similar research
interests to initiate scientific collaboration is
becoming important in distributed scientific
communities. It is especially more essential in
communities, where interdisciplinary research
collaboration play an integral part. This is also
a well-known research problem (commonly
known as expert finding or profile matching) in
information retrieval and has been studied by
many previous researches.

The problem of finding people having
similar interests is composed of two sub-
problems: (i) how to profile interests of a
person and, (ii) how to calculate the similarity
between interest profiles.

In traditional online applications, e.g.
news, users can explicitly specify their interests

statically in their user profiles during

registration. This approach is simple, but
suffers from a couple of limitations. Firstly, the
users may not realize exactly their interests.
Secondly, a wuser’s interests may change
overtime. As the result, the initial profile
registration will no longer be valid, unless it is
updated regularly.

In recently years, different ways of
building user profiles dynamically has been
introduced. Instead of explicitly specified,
profiles are implicitly extracted from different
sources of information such as Wikipedia [1-3],
citation analysis [4] and expert’s documents
[5]- User profiles extracted using these methods
may well reflect the users’ expertise over long
period of time. However, without the time
dimension, it cannot be used to conclude what
the current interest of a user is, as interest and

expertise are not always the same.
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Profiles, once having been generated, can
be matched using different methods. The most
common method used in information retrieval
for content matching is cosine similarity. In the
methods, profiles are represented as a set of
(weighted) keywords. The similarity is
calculated by the cosine of the two vectors
represented by two respected keyword sets.
This method is simple to implement, but it only
deals with syntactic matching of words. It is
not sufficient in cases where comparing
semantic meaning of words is required. To
address the needs for semantic matching of
user profiles, ontology can be used to explicitly
describe relationships between words [6]. The
relationships between words or terms can also
be calculated implicitly, using latent semantic
analysis [7, 8].

The emergence of social Web and Web 2.0
in recent years has created more opportunities
for scientists to share resources and collaborate.
In a social Web environment, scientists can
share scientific resources, most popularly
publications, with their peers. They can review
and make comments on resources shared by
others. We believe that the activities that a
scientist performs on a social Web environment
(e.g. sharing, reading, commenting and tagging
papers) reflect his/her current interests. On this
basis, we have developed a method for building
scientific interest profiles implicitly. In this
paper, we also introduce a our method of
matching interest profiles by combing the
tradition cosine similarity and latent semantic

analysis techniques as suggested in [8]. We use

of latent semantic analysis for semantic
matching to avoid the necessity of an explicit
ontology. In a multilingual and
multidisciplinary research environment, it is
almost impossible to have ontology that covers
the knowledge of the whole environment.

2. APPLICATION CONTEXT

Motivated by the current success of social
Web such as Facebook, Youtube, and
Linkedin, we are building a social Web based
virtual research environment, which allows

scientists to:

e Share research ideas, documents, tools

and data

e Locate expertise and set up network for

solving scientific problems
e Set up and manage group activities

e Get access to high end computational

resources.

The major goal is to have an environment in
which scientists from different research
disciplines can participate, share knowledge
and collaborate to solve large scientific
problems. Find people with similar interests in

one of the core function of this environment.

3. PROFILE REPRESENTATION

A scientific profile consists of many
different types of information, including the
scientist’s  education  background, work
information, achievements and awards. These
types of information of course can also be used
to infer the scientist’s research interests.
However, they are static and may not well

reflect the scientist’s interests over time. This
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paper is focused on the dynamic information
that can be used to extract the scientist’s

current interests.
3.1. Interaction Model

The interaction model used to extract
scientists’ interests is described in Figure 1.
This is a three way relation between user,
resource and tag. The interaction between a
user and a resource can be in form of
uploading, accessing, modifying, commenting
or tagging. A user can give tags to a resource.
In this interaction model, the user’s interests
are inferred in using the

following

assumptions:

e A user interacts with a resource
implying that the user has an interest in that
resource. The frequency of interaction implies

the intensity of the interest.

e A user gives a tag to a resource implying
that the user is interested in the content
described by the meaning of the tag. The
association frequency between a user and a tag

implies the intensity of the interest.

e A tag is assigned to a resource implying
that the resource’s content can be described by
the meaning of the tag. The frequency of the
assignment implies the strength of the

association.

All the interactions are time-stamped.
When calculating a user’s interests at a
particular point of time, only interactions
happened within a time window covering that
point are used. In the following discussion,

assuming that all the interacting happened

within a single time window, the time

dimension is not explicitly mentioned.

From the above interaction model, a user’s
interest profile can be modeled by a bag of
weighted tags and a bag of weighted resources.
Weights of tags and resources are normalized
frequencies values of tags and resources

respectively, using the following formula:

/.
w, Zf,
i (1)

Where, Y is the frequency of association

between the user and a tag (or resource).

Time

°<—> Resource

Figure 1. The interaction model — three way relation

between user, resource and tag
Let T be the bag of weighted tags and R
be the set of weighted resources, then T and
R are sets of binary tuples:

T'={Wosto)ss W 1,)} o

R = {(W(;’ro)"“’(wr:z’rm)} (3)
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Where, ¢ and /are weights of tags

and resources respectively. If ¥ is the interest

profile of a user, then:

u=al v R @)

Where, ¢ and ﬂ are the relative
contributions of the bag of tags and the bag of
resources to the total user interest profile.

3.2. Resource Model

Tags can be directly used as terms in
calculation. However, resources are complex
objects. They need to be further decomposed.

Resources can be documents, research data
sets, or scientific publications. A resource is
often described by a title and a short
description. For example, a research paper is
often associated with a title, an abstract, and a
set of keywords. Through the interactions
within the environment, a resource may also be
tagged. Terms are extracted from descriptions
associated with a resource. The result of
extraction and associated tags form a bag of
weighted terms that describe the resource. The
weights of terms are calculated from term
frequencies using equation (1). Therefore, a
resource can also be modeled as a set of binary

tuples:
”:{(W()ato):u-a(wkatk)} (5)

Combining (2), (3), (4) and (5), the user
interest profile can be generally represented as

a set of binary tuples:
u= {(VVO,tO)a'--)(Wp,tp)} (6)

Where, I/V"is the aggregated weight of

term L (terms and tags are treated the same
way in this equation and referred to as terms
generally in later discussions).
4. PROFILE MATCHING

Using user profile representation as in
equation (6), the cosine similarity can be
applied to calculate the similarity of any two
user profiles. However, cosine calculation is
limited to syntactic matching of terms.
Semantic similarity is ignored in cosine
calculation. This limitation can be overcome by
combining semantic matching technique with
cosine similarity. The terms that are in the
intersection between the two profiles are used
in cosine similarity calculation. Semantic
matching technique is used for other terms. The
final result is the aggregation of the two
calculations [6].

4.1 Semantic Analysis

The semantic of terms can be defined
explicitly using ontology. It gives dictionary-
like definitions and relationships between
terms. However, in a multidisciplinary research
environment, it is difficult to have a common
ontology that cover all domains. In this work,
we apply latent semantic analysis technique [7]
to extract the semantic relationships between
terms. Our assumption is that if the two terms
(or tags) happen to be in the same resource,

they somehow relate to each other in meaning.

. . X .
A term-resource matrix of size | t | | r | 1S
constructed to hold information about the

weighted occurrences of terms in resources.
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The value at row ! and column / represents

the normalized weight of term I in resource/

as in equation (5). Each row of the matrix is a
vector showing weighted occurrences of a term
in all resources. The normalized dot product of
any two rows is the occurrence correlation of
any two terms. It is the implicit semantic
relationship we use for semantic matching.

Z W, W

Sim(tiatk) = =

\/;(wi,,f x \/;m,_,)z .

4.2 Semantic Matching

)

Given two user profiles ¥ and VY

represented by two sets of binary tuples. The

similarity of % and V is calculated as:

N,
Sim(u,v) = —=Sim,,, com
N ' 2

Sim_ (u,v) . . o
cos (1) is the cosine similarity

calculated using the set of terms that in the

intersction terms in ¥ and terms in V.

Sim, (u,V). . o
sen (1 )1s the semantic similarity

calculation for the non-overlapping part. N R

N

N
cosand ~ %" are the total number of terms
of the two profiles, the number of terms
involved in cosine and semantic calculations,
respectively.
' \l
Let “ and V be the overlapping portions

of ¥ and V', respectively, then:
u'={(Wy 1)) (W)}

V= {(Wy 5L0)se (W51}

N
u,v)+—=8Sim_, (u,v
(u,v) N (u,v)

u' v

Where, Wi and Wi are the weights of
t.. 4 ! .
term ‘in ¥ and Y respectively.
Zwi”'wiV '
_ i
20 X0
i i (8)

Sl.mSE‘Wl (u’ v) IS

Sim

Calculation of more

. " "
complicated. Let ¥ and VY  be non-

overlapping portions of ¥ and V', respectively.
"
For each term in Y | its average similarity

"
with all terms in Y is calculated using

equation (7). The sum of these average values

is divided by the number of terms in u'to get

the semantic similarity, as in the following

equation:
zz Sim(t!",t)")
Simsem (I/I,V) = " "
|u"| x| V" 9)
5. CONCLUSION

This paper has introduced a method for
dynamic extraction, building and representation
of user interest profiles, and a method for
semantic matching of user profiles. The key
advantages of these methods are:

e The users do not need to explicitly
specify and regularly update their interest
profiles. The system will automatically learn
and update them through time.

e Building ontology for across domain
collaboration is a challenging problem. It is
extremely hard in multilingual environments.
The profile matching method introduced is able

to deal with semantic meaning of terms, but do
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not need to use any ontology. This helps to applied to other application areas of
reduce the complexity of developing and information retrieval such as content filtering
maintaining ontology. and recommendation.

In addition to building and matching user

profiles, the methods presented can also be

BIEU DIEN VA SO SANH PONG HO SO CA NHAN TRONG
CAC MANG KHOA HQC

Pham Trin Vi

Truong Pai hoc Bach Khoa, PHQG-HCM

TOM TAT: Tim kiém nhitng nguoi cé ciing so thich trong cdac cong dong mang truc tuyén la mot
bai toan kho va hdp dan. Déc bigt, doi véi cac cong déng nghién ciru da nganh bi cach tro vé mdt dia
Iy, viéc tim ra nhitng nguoi cé ciing moi quan tdm dé gidi quyét cdc tai toan khoa hoc lén ngay cang
quan trong. Bai bdo ndy gidi thiéu mot phuwong phdp tong hop ho so moi quan tém ciia céc nha khoa
hoc théng qua qud trinh twong tac ciia ho trén céng dong, va phuong phdp so tring cdc hé so diea trén
cdc phan tich vé mat ngi nghia. Céc phwong phdp nay khéng can sir dung ontology, nhing van cé kha
nang thue hién cdc so sanh lién quan dén ngit nghia, dia vao cdc phwong phdp thong ké.

Tir khoa: Mang khoa hoc, so sanh ngir nghia, biéu dién hé so ca nhan.
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