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ABSTRACT: In the pharmaceutical market, all products have a life cycle and out-of-date
products should be improved or innovated by new ones. For this reason, modelling and optimizing
formulation are the regular demands. Traditional methods of design and optimization - such as
statistics, simplex, ... - have only used for simple and linear data. In the event that data is complicéred
and non-linear, alternative methods that are able to deal with such data are needed.

This paper presents a solution for optimizing controlled release product formulation using a
combination of Al techniques (Soft-Computing): neural networks, fuzzy logic and genetic algorithms.
This achievement will promisingly result in saving a lot of time and labor in R&D process because of its
accuracy and processing speed. The results obtained from this research indicate that the alternative
approach can be considered as an effective and efficient method for modelling and optimising

controlled release formulations.

Keywords: Neural networks, Genetic Algorithms, Optimization, Soft computing, Controlled
Release.
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balance of properties. Nowadays, formulators
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pharmacist because all jproducts have a life and optimization way. Since product properties
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processing parameters, the ingredient levels

formulation are the regular demands A o A
. g and processing conditions should be taken into

raditional methods of design and optimization account in formulation design. Computer

of formulation - such as statistics, simplex,... -
are only used for simple and linear data. In the
event that data is complicated and non-linear,

these methods are not suitably anymore.

The formidable task of formulation

research is to navigate multidimensional design

technology in the form of artificial intelligence
provides an affordable means of improvement
in product formulation and has more promising
of solving an optimization of - product
formulation because it is not finite of

ingredients (X) and can simultancously
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optimize many properties (Y) of the
formulation and is suitable for the problems

with complicated and non-linear data.

In this study, a combination of neural
networks, fuzzy logic and genetic algorithms
(GA) called Soft-Computing (SC) is employed
with neural networks considered as a method
for modelling whilst GA combined with fuzzy
logic acted to optimisation process. Each of
techniques has advantages and disadvantages,
but if they are accurately combined all
together, the disadvantages of this will be
overcome by advantages of another >3 % 51
for example, neural networks is difficult to
extract knowledge, but fuzzy inference systems
does it easily. The paper then reports the
application of SC to two sets of published
formulation data, one for a matrix tablet, and
the other for controlled release microspheres
and compares the results obtained with

statistical analyses.

2. SOFT-COMPUTING CONCEPT

2.1. Modelling formulation data with Neural

networks

Neural ' networks are complementary
technologies in the design of adaptive
intelligent systems. Artificial Neural Network
(ANN) learns from scratch by adjusting the
interconnections between layers. For over 60
years, ANNs have been applied to design a

model of relationships between cause and

effect, particularly to nonlinear and complex
data. A comparison can be observed for ANN
with mammalian nerve connectivity. The
mammalian nervous system is built up from
biological neurons. Each neuron collects input
stimuli and triggers an output to the next
neurons in the system (see Figure 1). Similarly.
artificial neural networks also involve
connecting signal and nodes that collect
mathematical inputs and produce the output

signals that are passed to the next neurons 7.

The units in the input layer only have one
input signal assigned to them, while the nodes
in the hidden layer are connected and assigned
by many of the input signals. The output layer
depends upon the structure of network in that
there are only one or many output nodes with
respectively many or a unique output signal.
An artificial neural network is generally
composed of several layers: input layer, hidden
layers (one or many), and output layer. For
example, the structure of a neural network with
4 inputs, 2 output, and 3 nodes in a single
hidden layer is detailed in Figure 2. However,
neural networks are often known as “black
box™ technologies in that the means of mapping
inputs to output(s) is hidden within the network
structure. It is also quite different from
statistical methods in that a neural network
does not produce a mathematical equation.
Neural networks are often used to design

predictive models.
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Figure 1. Structure of biological neuron
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Figure 2. Structure of neural networks

2.2. The combination model of GA and fuzzy evolutionary processes (dctailcd in Figure 3).
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Figure 3. The cycle of selection and evolutionary processes with GA
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Given a way or a method of encoding
solution of a problem into the form of
chromosomes and given an evaluation function
that returns a measurement of the cost value of
any chromosome in the context of the problem,

the processing GA includes 6 steps [*%.

Step I: Initialize a set of solutions
(potential formulations) randomly - called
population.

Step 2: Evaluate each formulation in the

population

Step 3: Create new formulations by mating

current formulations; apply mutation and

recombination as the “parent’ formulations

mate.

Step 4: Delete members of the population
to make room for new formulations

Step 5: Evaluate the new formulations and
insert them into the population

Step 6: If the stopping criterion is satisfied,

then stop and return the optimum formulations;

otherwise, go to Step 3

The detailed membership functions from

the fuzzy logic, applied to optimization with

GA, are as follows:

Flat-Tent  function (a):

desirability  drops  linearly

between Midl and the

minimum, and between Mid2
and the
between Midl and Mid2, the (a)

maximum, but
values are perfectly

acceptable. That 1is, their
membership function in the set

of acceptable values is 1.

Flat function (d): any value is
acceptable; its membership
function in the set of acceptable

values is 1.

...................................

(d)

Up-Hill function (b): any value

between the mid-point (Midl
= Mid2) and the maximum is

completely acceptable; its

membership function in the set
of acceptable values is 1. Any
value from minimum to mid-
point, the desirability
decreases linearly until it is

zero at the minimum point.

Down-Hill function (c): any value
between the mid-point (Midl =
Mid2)

and the minimum is completely
acceptable; its from mid-point to
maximum, the desirability
membership function in the set of
acceptable values is 1. Any value
decreases linearly until it is zero at

the maximum point.

(c)
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2.3. Solving the optimization problem with
neural networks, fuzzy logic and genetic

algorithms

A fusion of neural networks, fuzzy logic
and genetic algorithms to deal with an
optimization of product formulation problem is

illustrated in Figure 4.
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Figure 4. The cycle of modelling and optimization

The detailed processing of optimization is

as follows:

Step 1: establish  cause-and-effect
relationship by using neuro-fuzzy system or

neural networks.

Step 2: determine optimal requirements

defined by user.

Step 3: optimize ingredients corresponding
to optimal condition of properties by using
genetic algorithms combined to fuzzy logic, the
fitness function of GA is cause-and-effect
relationship model determined from Step 1.
Repeat Step 3 until a stopping criterion is met

or optimal condition is reached.

2.4.Software tool

The software was used in this research is
BCPharSoft OPT. This is a software tool,
which is built in C#net programming
language. It was a modified form of that
described previously - INForm
(www.intelligensys.co.uk), but with additional
functionalities in order to improve the quality

of predictive models and the optimum

formulation.

In order to ecvaluate the quality of a -~
predictive model generated by ANN, the
correlation coefficient R-squared (R”) was
computed, with higher values of R* indicating

the improved quality of the model '

Trang 75



Science & Technology Development, Vol 13, No.T2- 2010

i 4

R*=|1

Z()’s‘i’i)z
el

D (yi-9)?
i=1

x100

where ¥ : the mean of the dependent variable; ¥ : the predicted value from the model; n: number of records.

3. EXPERIMENTAL DATA

The formulation database of the matrix
tablet taken from the literature (Bodea and
Leucuta, 1997) "I consisted of 14
experimental records, and involved varying
percentages of two hydrophilic polymers
(hydroxypropylmethylcellulose, HPMC - X1,
sodium carboxymethylcellulose, CMCNa - X,)
and propranolol HCL - X;. The measured
outputs were the cumulative percentages of
drug released after 1, 6, and 12h sampling
intervals (Y, Y, and Y;, respectively). These
data were modelled and optimised in the
original study ') by statistical methods using a
D-optimal quadratic model. In the present
study, 11 records were used for training and 2
records used as unseen data for testing the
predictive . models.  Another formulation
database for controlled release diclofenac
sodium microspheres containing 27
experimental records taken from a published
paper (Gohel and Amin, 1998) ' was used for
validating the capability of SC for such of

formulation as well. In this study, microspheres

were prepared using sodium alginate as a
polymer and CaCl2 as a cross-linking agent. A
37 full factorial design was used to investigate
the joint influences of three variables - the
stirring speed during preparation of the
microspheres (X,), concentration of CaCl2 (X,)
and % of heavy liquid paraffin in a blend of
heavy and light liquid paraffin in the dispersion
medium (X;) - on the time for 80% drug
dissolution (tg). In addition, in the published
study 121 the % drug released after 60 (Yy),
360 (Ysa), and 480 min (Yig) was also
considered as outputs that were analysed. 25
records were used as training data, and 2
rccords uscd as unscen data to test predictive

power.

4. EXPERIMENTAL RESULTS

4.1, Matrix tablet formulation

By selecting suitable values of control
ﬁarallneters, SC generated satisfactory models
for all responses of the matrix tablet
formulation. The correlation coefficient R’
values of the predictive models generated from

SC were showed in Table 1.
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Table 1. R? values of the predictive models generated from SC and statistical method

[l

Method Y, Y, Y;

Soft-Computing- R* Train= 0.98 R* Train= 0.99 R* Train = 0.99
R? Test= 0.99 R? Test= 0.9 R* Test = 0.99
R*=0.98 R*=10.97 ’=0.99

Statistical R*=0.96 R¥=0.88 R*=0.9]

for the models of the cumulative percentage
release after 1h (Y,), 6h (Y-) and 12h (Y;), the

Compared with a published study M the

present study gave improved models for all

responses. The analyses in Table 1 showed that quality of the models was improved with

significantly higher R” values.
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Figure 5. Scatter plots, linear equations and R* values for the observed

data points from SC and statistical methods for ¥y, ¥> and V5.

In comparison with the statistical result from the SC models were much improved

reported in the literature "' showed in Figure 5. compared to those from the statistical models.

the linear R* values for all observed responses All of these results proved that overall the

were significantly higher to those from the predictive models generated from SC were

statistical models. Moreover, for the outputs Y, superior when compared to the results

i 5 = . 11
and Y3, the slope and the intercept coefficients presented in the literature "
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For the optimisation of this product, the

constraints of optimum formulation used in this

study were also taken from the literature that

was as follows:

As showed in Table 2, SC generated
several optimum formulations for this product
that met all optimum conditions mentioned
above. In addition, when compared to a single

outcome optimised from statistical method "),

X,tX;<0.8 0.1<Y,=<02
X3 >0.34 0.45<Y,<0.55 this approach is definitely superior because of
. 08<Y, its multiple formulations optimised.
Table 2. Optimum formulations generated from SC
X| X2 xJ YI YZ YJ

(1) 0.453 0.007 0.519 0.145 0.546 0.843

2) 0.334 0.101 0.508 0.113 0.550 0.907

3) 0.316 0.101 0.498 0.104 0.548 0.908

From Table 2, it also demonstrated that
though SC generated 3 different optimum
formulations generated, they still met the
required constraint. The first formulation
showed the maximum value for Y, the second
formulation showed the maximum value for
Y, while Y3 obtained the maximum value with
the third formulation. For these formulations
the formulators could get more selections for
their different purposes, for example if they
want to maximize the % of drug dissolved in
6h (Y,) and optimize the formulation of this
drug following the constrains showed above,

they could consider the second formulation as

the optimum one by themselves.

4.2. Controlled release diclofenac sodium

microspheres formulation

It is similar to the first data, by selecting
suitable values of control parameters, the

correlation coefficient R? values of the
predictive models for the diclofenac sodium
microspheres formulation generated from SC
were showed in Table 3. The results in Table 3
showed that for this product SC achieved
significantly higher quality predictivg models
for all responses. In particular, SC predicted a
model with R* = 0.93 for Y whilst statistical

method gave R = 0.74 only for this property.

Table 3. R? values of the predictive models generated from SC and statistical method {2

Method tgo Yo Y60 Yaiso
Soft-Computing | R” Train=0.99 R” Train=0.93 R” Train=0.97 R’ Train= 0.97
R* Test=0.95 R* Test=0.84 R Test= 0.99 R? Test=0.96
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R*=0.99 R*=0.93 R*=10.98 R*=10.97

Statistical 0.99 0.74 0.95 0.92
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R?=0.99
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Figure 6. Scatter plots, linear equations and R” values for the observed data points

from SC and statistical methods for tgy, Yeo, Y360 and Y ago.
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From Figure 6, it is clear that the
satisfactory predictive power of the SC models
for the observed data can be seen. The linear R
values for all these responses were significantly
high and the slope and the intercept coefficients
from the SC models were acceptable as well. In
general in comparison with the statistical
method, SC produced satisfactory models for
all responses. Moreover for the Yg response,
the predictive model of SC for this formulation
significantly overcame the result generated

from statistical analysis.

For the optimisation of this product, the
constraints of optimum formulation used in this
study were also taken from the literature that
was as follows: 20% < Yo < 40%, 50% < Y
< 70% 65% < Yig < 80% and X,: integer %,
As showed in Table 4, SC generated several
optimum formulations for this product that met
all optimum conditions mentioned above. In
addition, when compared to a single outcome
optimised from statistical method ", this
approach is definitely superior because of its

multiple formulations optimised.

Table 4. Optimum formulations generated from SC

X, X X3 tso Yeo Vieo Yago
(1 500 14.13 32,19 560.31 39.99 67.77 7117
(2) 1500 14.31 49.30 470.98 39.03 69.90 79.00
(3) 540 7.50 44.75 482.26 37.69 69.40 80.00

From Table 4, it also demonstrated that
though SC generated 3 completely different
optimum formulations generated, they also met
the required constraint. For these formulations
the formulators could get more selections for

their own purposes.
4.3. General comments

When validating the capability of SC and
comparing the predictive power of this method
to the statistical methods for both controlled
release products, it was recognised that the
basis of the statistical approach is to use
standard cquations and procedures based on
statistical theory to obtain the final equation

considered as predictive model. The statistical

output is fixed and if a formulator wants to
improve the quality of the final statistical
equation, he must carry out further experiments
to obtain a higher quality data set. However
with SC, a formulator can obtain alternative
outputs, with a selection of an appropriate
training model. For example, by changing
values of control parameters, the quality of the
predictive equation can be improved. In other
words, a formulator can perform SC in an
iterative manner by directed change of control
parameter values until the most appropriate
and/or predictive model is obtained. Morecover,
a single optimised formulation generated from

statistical ~ analysis is also a major
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inconvenience of this method when compared

to SC.

5. CONCLUSIONS

Although neural networks, fuzzy logic and
genetic algorithms had been introduced for a
long time, applications using theories of neural
networks, fuzzy logic and genetic algorithm are
still interested; the application using the neural

networks, fuzzy logic and genetic algorithm for

solving an optimization of product formulation
in pharmaceuticals is an example. This solution
helps formulator reduce time and labor more
than traditional methods do. In contrast to
statistical approaches, Soft-computing, with its
advantage of generating several optimum
formulations and superior predictive models,
has been shown to be an efficient method for
modelling and optimising controlled release

formulations.

UNG DUNG KY THUAT TiNH TOAN MEM GIAI QUYET BAI TOAN TOI UU

HOA CONG THUC VIEN PHONG THICH CO KIEM SOAT

Nguyén Phuong Nam, Buii Hiru Nam, P§ Quang Duong

TOM TAT: Trong nganh duoc, déi vai mét nha san xudt thuéce viéc thanh ldp ciing nhu 16i uu
héa céng thirc la viéc lam thuong xuyén boi vi mai san pham déu c6 mt vong doi nhdt dinh va nhu cau
canh tranh trén thi truong doi hoi phai khong ngimg cai tién san pham hién cé hay thay thé san pham
méi. Chinh vi Iy do nay, 6i wu héa cong thirc dicge da duoc dé cap dén. Cac phuong phdp 16i wu héa
truyén théng (todn thong ké, don hinh...) chi ¢6 thé dp dung voi cdc div ligu don gian va tuyén tinh.
Chiing khong con phit hop véi cac di liéu phic tap va phi tuyén. Ngodi ra, cdc phuong phdp truyén
théng khéng t6i wu héa dioc dong thoi nhiéu bién phu thuéc trong khi méi san pham thuong c6 rt
nhiéu tinh chat. Phuong phdp t6i wu héa théng minh c6 nhiéu trién vong thay thé cac phuong phdp
truyén thong.

Bai bdo nay dwa ra mét phwong phap 16i 1w hoa théng minh. D6 la mét su két hop giita mang
than kinh, logic mé va thudt todn di truyén. Phuong phap nay da giai quyét dwoc nhitng khé khan ma
cdc phicong phdp truvén thong khong thé thuee hién duoe. Cdc két qua da thu dioc tr nghién ciru nay
chiing minh rang ddy la mét phwong phdp t6i wu héa hiéu qua. 1

Tir khéa: mang than kinh, logic mo, thudt toan di truyén, kp thugt tinh toan mém
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