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ABSTRACT: One of the main advantages of fuzzy theory is over more conventional in
solving complex nonlinear control problems. Besides, fuzzy schemes can be used as self-
reliant control solutions. In this paper, we woud like to show the Sheaf Optimal Control
Problem (SOCP) that means optimal control of many processes( on sheaf) and Sheaf
Optimal Control in Fuzzy type ( SOCPF).
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1. INTRODUCTION

The optimal control problem of differential equations has been studying in both of
theory and application (see [1, 3, 4, 6, 10, 11, 14, 15]). In this paper, we study the so called
sheaf optimal control and apply fuzzy controls to SOCP (which is called sheaf optimal
control in fuzzy type (SOCPF)).

The paper is organized as follows: In the second section, some basic concepts and
notations which are useful in the next sections are recalled. In section 3, the
Sheaf-Optimal Control Problem (SOCP) is formulated, the dependence of its sheaf
solutions on given controls is studies and many auxiliary lemmas for the following main
directions of investigation are given. Some necessary conditions for SOCP are studied in
section 4.

2. PRELIMINARIES

In [13], we presented how to fuzzy a crisp set A to be a fuzzy control set U. Some
concepts in [7, 9] in the appropriate form to be used later are recalled.

Definition 1
Let us denote by E' = {u :R 1 —[0,1]such that usatisfies (i) to (iv) mentioned below}
() u is normal, that is, there exists a t; €I such that u(t,)=1;
(ii) uis fuzzy convex, thatis, for t;,t, €l and 0<A <1,
u(At, +(1-A)t,) 2min {u(t)), u(t,)} ;
(iii) u is upper semicontinuous;
@iv) [u]0 =cl{teL:u(t)>0} is compact.

T
Next, we use some norms as follows: with u:1— U < RP, [ul|, = Ju(t)|dt and with
0

the mapping x:I— R",||x|, =max {lx®),t e I}, where |Ju(t)|,||x(t)| are Euclidean norm in

R?, R", respectively.

3. THE SHEAF OPTIMAL CONTROL PROBLEM

A system of differential equations is considered
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d"i‘)=f(t,x(t),u(t)), (1)

where x(0)=x, eH, cR", u(t)eUcR?, tel=[0,T]cR"and f:IxR" xR? ->R".
Definition 2

By the sheaf solution of (1) we mean the set of its solutions which give at the time  t
aset H,, ={x(t)= X(t,x,,u) —solution of(1)Ix, eHO} ,where u(t)eU, tel. (2)

The set H,, is called the cross-area at (t,u) of the above sheaf solution.

Definition 3
Problem of solving (1) and on the set (2) satisfying
J(u) - min, 3)

where J(u) - a goal (cost) funcion defined in section 4, is called the Sheaf Optimal
Control Problem (SOCP).

In the case, when a control u(t) is fuzzy, Sheaf Optimal Control Problem in Fuzzy
Type (SOCPF) is given.
In the next section, some types of goal function J(u) could be studied.

Definition 4

A function u(t) €U is called an admissible control if it is bounded and (Lebesgue)

measurable.
Suppose at time t=0,u(0)=0 and x(0)=x, €H, . For two admissible controls

u(t) and u(t) =u(t) + Au(t)e U , where Au(t) =u(t)-u(t) , two sets of sheaf-solutions
are given:

Hl‘u={x(t)=x(t,xo,u)—solution of (NIx, eHu}

H, ; ={X(t)=x(t,x,,u)—solution of(1)Ix, eH,}

where t e L,u(t) ,u(t) e U. (See fig.1)

Fig.1

As we know, the solutions of differential equations depend locally on initial
conditions, right hand side and parameters. From now on, we suppose that system (1) is
controlable, has solutions and H,,U are bounded. In what below, the solution x(t) and
right hand side function f depend on variation of control u(t) for all x, € H, wiil be proved

. We often use the assumption as follows.
Assumption 1. Vector function f satisfies
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JEct, x(0), u(®) - 6, X(®), ue))] < e[ Jxe) - x(®] + Ja®) ~uce)] ],

forall t eI; x(t),x(t) eR"; d(t), u(t)e U , where c(t) is positive and integrable on L

4y
Let C = [ c(t)dt. Because c(t) is integrable on I, it is bounded almost everywhere by
0

a positive constant M.
Lemma 1: Suppose that the vector function f(t,x(t),u(t)) is continuous in t and satisfies
Assumption 1. For every £>0 and any choices of x, € Hy,t € I, there exists a 8(g) >0 such

that “Ax“c <g if ||Auj, <8().
Proof. The solutions of (1) for controls u(t) and u (t) =u(t) + Au(t) are equivalent to

the following integral forms:

x(t)=x, + [(s,x(s),u(s))ds and
0

- t o -
x(t)=xg + [ f(s,x(s),u(s))ds.
0

Estimating Ax(t)=;(t)—~x(t) by norm

t = =
lax()] < [[[£(s, X(8), u(s)) - £(s, x(s), u(s)] s
0

By the Assumption 1, one has:

t
|ax(t)| < | e(s)] |ax(s)] + |Auts)]]ds
0

t t
< [e(s)]|ax(s)|ds + M| |Au(s)|ds - 4)
0 0
Then using [Jauf; < 8(¢), the follow is obtained:
t
lax(®)] < | c(s)|ax(s)|ds + Ma(e) .
0

Using the Gronwall-Bellman’s Lemma (sec [10, 12]), we have the following
|ax(t)] < M3(e).exp(MT).
If we choose 0 <d(g)<e/Mexp(MT), (5)
then, it foll Ax| . = Ax(t)|<e.
en, it follows [[Ax|, tg[l&){j" x(t)|<e

Lemma 2: Suppose that the vector function f{t,x(1),u(t)) is continuous in t and satisfies
Assumption 1. For every £>0 and any choices ofx, € Hy,t €1, there exists a 6(¢) >0 such

T :
that ﬂlf (s,x(s),u(s)) - f (s,x(s),u(s))"dss g if ||Au||L < 8(g).
0

The proof of Lemma 2 is deduced from that of Lemma 1.

Definition 5
By a fuzzy control u(t) of (1) we mean a function
u:I— UcEP =E! xE! x...xE! (p - times)

where u(t) = (u; (t),...,up(t)) € EP.
Given two fuzzy controls u and u , Au is not a fuzzy control, in general. From now on,

it is assumed that if u and u are fuzzy then Au is fuzzy.
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When u is a fuzzy control, the norm of Au is estimated as follows.
Lemma 3. If u(t) and u (1) are fuzzy controls, then|Aul| < Tp.

Proof. The norm of Au is computed:

T T p %
Jau], = flauc]de= J{Z(Aui(t) )2] dt<Ty/p.

0 o\i=l
Here, we have employed the property of the fuzzy control u(t) = (u;(t),...,uy(t)),
where u;(t) e Eli= j 2 S,
Theoreml. Suppose that the vector function f(t,x(t),u(t)) is continuous in t and
satisfiesAssumption 1. For every controls u(t), E(t) and any choices of x,e Hy,tel,
one has ||Ax|[c < MT,/p exp(C). (6)

Proof. The proof is analogue of that of Lemma 1. From (4) and the norm of a fuzzy
control in Lemma 3, we estimate

t
[ax(®)] < [e(s)|Aax(s)|ds + MT\/p
0

Using the Gronwall-Bellman’s Lemma (see [10, 12]), we get
|ax(t)| < MT\/p exp(C). It implies (6). @)
It follows from Lemma 1 and 3 the below theorem.
. Theorem2. Suppose that the vector function f(t,x(t),u(t)) is continuous in t and
satisfies Assumption 1. For every controls u(t), u (t) and any choices ofx, € Hy,t € 1, one

T
has ﬂ]f(s,i(s), u(s)) - £ (s, x(s), u(s))|[ds <MT,/pexp(C).
0

4. NECESSARY CONDITIONS FOR THE SOCP

In this section, some types of the goal (cost) function J(u) are considered. We will
denote by A" the transpose of the matrix A. Notation 0e€R” means that the

p-dimensional zero vector in space R”. U is open setin R”.
Given two functions G e C' [R* X R",R*]; le [R* x R" x R",R*]. For simplicity of
notation, we write G, [ instead of G(t,x),I(t,x,u), respectively.
Suppose that goal function J(u) is minimal at u” (t) eU c RP?, we have to find the
necessary conditions for the SOCP .
Theorem 3. With the goal function
Jw)= [G(T,x(T))dp, 3 (8)

Hy
where G e C' [R*xR",R"] and | -Lebesgue measure on Hg, the necessary

conditions that u” be an optimal control for the SOCP are

T
[a_G:l |:Ha_'.l_. =0e R? and
ox ou*

Ox || ou* g | OX
)5 e[ 5] .

Viel » X0 EHU .
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Proof. Suppose that u* is an optimal control for SOCP. Let x(t,u™*)=x(t,x,,u*) be the

solution of (1) where u* is a function of t, one has

[d ] [Bx} I:é"x ][Bu*}
x(,u*) + — .
dt ot ou* ot

It implies (9) [%ii[(ﬁ* ] = f(t,x,u*)— [%:-] g

Now, the goal function is considered as a function depends on only one variable u*. It
is supposed that u*+6h e U for some 0 € R (with |E)l is sufficiently small) for all heU and

use variational method

T
4 ursom),, = j[ﬁ}-} [ax_].hdu=0,VheU.
dao Ho ox ou*

Hence, [a } |: i } 0 € R”. The proof completes.
Ox | [ou*

Theorem 4. With the goal function

.
J(u)= j l(t,x,u)du}dt , (10)

0\ Hy

where leC‘[R*xR"xR”,R*] and p -Lebesgue measure on H,= v H

uel 1el

necessary conditions that u* be an optimal control for the SOCP are:
T T
L g + .5 =0eR” and
Ox| | Ou* ou*
ox || du
t.x* (11)
= s

Vtel, Xp € HO v
The proof of Theorem 4 is analogue of that of theorem 3.
Theorem 5. With the goal function

T
J(u)= j' I, x, u)dp}dt
o\ H,,

where leC' [R* %R xR”,R*] and |- Lebesgue measure on H = UUHt.u’ then
ue

the necessary conditions that u* be an optimal control for the SOCP are
T T
LR +[3-l— =0eR” and
Ox | [Ou* ou*
Ox || du
—_— t,x,u*
Hoseah

Vtel ,xgeHp.

The proof of Theoreﬁ 5 is analogue of that of theorem 3.
Theorem 6. With the goal function

Jw=|| [u.x, u)du}dﬁ [G@,xTyap (12)

0\ Hy
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where GeC' [R* wR" R* ]; lec' [:R‘” xR"x R”, R*] and p -Lebesgue measure on

Hu, then the necessary conditions that u* be an optimal control for the SOCP are:

[%]’[;w,ﬁ+;{[%§:—H%}}=w
][] senan-[2]

The proof of Theorem 6 is analogue of that of theorem 3.
Theorem 7. With the goal function

T
J(u)= I[(r,x,u)dp.JdH j G(T, x(T))dp, (14)

0\ H, Hy

where GEC'[R*XR",R*]; leC'|

L

R"%R"xR* ,R*:I and | -Lebesgue measure on

H,, then the necessary conditions that u* be an optimal control for the SOCP are
I T
E T Y oy ey
Ox | | Ou* ai*| T || 0% Ou *
ox || du* ox
il bt = t, : r o N (i
[au*:I[ dt } FER) [ar}

The proof of Theorem 7 is analogue of that of theorem 3.

Remark. Theorem 4 is a special case of Theorem 6 and Theorem 3 is a special case
of Theorem 7. The SOCPs in theorems 6, 7 are called Bolza like problems, in theorem 3 is
called Mayer like problem, in theorems 4, 5 are called Lagrange like problems.

5. CONCLUSION

In this paper concepts of SOCP, SOCPF and their dependences on given controls were
presented. Some first results of necessary conditions for SOCP were shown.
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VE CAC PIEU KIEN CAN CHO BAI TOAN
PIEU KHIEN TOI UU BO DANG MO

Nguyén Dinh Phu, Trin Thanh Tiing
Khoa Todn -Tin hoc, Trudng Pai hoc Khoa hoc Ty nhién, PHQG- HCM

TOM TAT: Mot trong nhitng thé manh ciia Ly thuyét mo la c6 thé gidi quyét nhiing
bai todn diéu khién phi tuyén phitc tap. Bén canh cdc dang m& cé thé tim cdc nghié¢m
diéu khién.

Trong bai bdo nay, chiing t6i muén gidi thidu bai todn diéu khién bé (SOCP), nghia
la diéu khién hang loat qud trinh va bai todn diéu khién 16 uu bé dang mé (SOCPF).

Tit khéa: Ly thuyét mo, Ly thuyét diéu khién toi uu, Phitong trinh vi phdn.
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