Science & Technology Development, Vol. 4, No. 8,9-2001

DISCOVERING FUZZY CLASSIFICATION RULES FROM DATABASE
BASED ON THE GENETIC ALGORITHM

Do Phuc, Hoang Kiem
University of Natural Sciences - VNU-HCM
Department of Information Technology
(Received 12 November 2001, Revised 19 December 2001)

ABSTRACT: In this paper, we propose a method for discovering the fuzzy classification
rules from a database based on the genetic algorithm. We would like to propose a method for
choosing a set of threshold values which can help us to convert a fuzzy information table to a
binary information table by using the genetic algorithm. We develop an algorithm for mining
the fuzzy classification rules from binary information table and a fitness function which can
measure the goodness of the discovered classification rules. A chromosome of threshold
values has been used in genetic algorithm for selecting the appropriate set of thresholds for
converting the fuzzy information table to binary information table with high goodness
measure. We also propose an application to a supermarket database. In this application, we
study the quantity of purchased items instead of ‘to be purchased or-not to be purchased’ as
the traditional approach did and mining the fuzzy classification rules from this database.

Keywords: association rules, binary information table, descriptor vector, fuzzy information
table, fuzzy classification rules, frequent set, genetic algorithm

1. Introduction

Problem of classification rule discovery is one of the key problems in knowledge discovery
from large database. We have developed an algorithm for discovering the classification rules
from a binary information table [5]. In this paper, we would like to extend our proposed
algorithm to discover the fuzzy classification rules from a fuzzy information table. Let d; be
the item and ; be the fuzzy member function for item d;, we would like to discover the fuzzy
classification rules which may have the following format:

If pa(dy) € [0.23,0.76] and ps(ds) € [0.45,0.87] then Classl.
The key issue of our research is how to select a set of intervals which can help us to convert
a fuzzy information table to a binary information table and we use our proposed algorithm
for discovering the fuzzy classification rules. We use genetic algorithm for choosing the
appropriate set of intervals. A chromosome is a candidate of intervals. We also discuss a
real life application in discovering the fuzzy classification rules from a supermarket
database. This paper is organized as follows: 1) Introduction; 2) Binary Information table 3)
An algorithm for discovering the descriptor sets and association rules from binary
information table 4) Classification problem 5) Fuzzy information table 6) Using the genetic
algorithm for discovering the thresholds 7) An application to a supermarket database 8)
Conclusions

2. Binary information table
We would like to define some definitions to be used in our proposed algorithms.
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Definition 1: Binary information table

A binary information table is a triple Sg=(0,D,Rg) where O is a finite set of objects, D is a
finite set of descriptors, Rg is a binary relation between O and D. Rp is represented by a
function :0xD—>{0,1} where y(o,d)=1<>(0,d)eRg. Let P(X) be the power set of X. Given
SeP(D) and XeP(0), we define two binary information mappings ps:P(D)—P(0), As: P(O)
— P(D).

Given SeP(D), ps (S) ={0o €0 I V¥d € S, y(0,d)= 1} and given XeP(O), g (X)={ deD|
VoeX, yx(o,d)=1}

We hold thatif S; < S; = ps(S2) < pa(Sy).

Definition 2: Frequent sets

Given Sg=(0,D,Rp) and a threshold o.€[0,1]. Let SeP(D), the support of S ié denoted as
SP(S) and calculated by:

SP(S) = lpg(SHI /101 (1)
Where 1X is the cardinality of X. Given SeP(D) and a threshold a€[0,1], S is a frequent set
with threshold o iff SP(S)> a. Given Sp=(0,D,Rp), we denote Lg(Sp,00) as a set of all
frequent sets with threshold v of Sg. We have the property VBe Lg(Sg,a), AcB = Ae
LB(SB,U.).
Let h be an integer, we denote Lgp= { Se Lp(Sg,a) | ISI=h}.

Definition 3: Association rules

Given Sg=(0,D,Rp) and a threshold ce[0,1]. Let AeLp(Sg, o), X and Y be the subsets of A
where A=XUY and XNnY=@. An association rule between frequent set X and Y is a mapping
r:X—Y. The support of :iX—Y is SP(XUY ) and the confidence of this rule is denoted as
CF(X-Y) and calculated by:

CF (X=Y) = lps(X)nps(Y)I / 1pa(X)l= SP(XUY ) /SP(X) (2)
Given Sp=(0,D,Rg), we denote Rp(Sp,o,B) as the set of all association rules of Sg where
SP(r)> o and CF(r)>B. We also define two functions Left(X—Y)=X and Right(X—>Y) =Y.

Definition 4: Descriptor vector

Given Sg=(0,D,Rg) where 0={0,,0; . .. 0p} and D={d,, d3 . . . dy}. Let XeP(D), a descriptor
vector vg(X)=(X,...,X,) is a vector with n components where component X; corresponds to
descriptor d; and takes a value 1 if descriptor d; € X, otherwise X; =0. Let V(Sp) be a set of
all descriptor vectors of Sg=(0,D,Rp). If card(X)=1, X is a descriptor of Sg and X;= y, (0;,X).
Given X .Y € P(D), let vg(X)=( Xj,...,Xn) and va(Y)=( Y},...,Ys) be the elements of V(Sg).
We define the descriptor vector product ® of vg(X) and vp(Y) as:

vp(Z)=vp(X) ® vp(Y) PR -1
Where Z; - min(X;, Y;j), j=1,...n and Z =XUY. From vector vg(X), we know all objects
having descriptor set X; and X,. Therefore, we use vp(X) for calculating pa(X). If we have
ve(X), vg(Y) and Z =XUY, we can calculate vg(Z) and ps(Z) by using (3). We used this point
in our algorithm for increasing the efficiency of calculating the frequent set. We denote
VSer(Se) as a subset of V(Sg) containing only vector va(X) where XeP(D) and card(X)= h.
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3. An algorithm for discovering the frequent sets and association rules
3.1. Problem statement
Given Sg=(0,D,Rg) and threshold «, Be[0,1], find:
a) Lg(Sg, o) b) Rg (Ss,a,p)
3.2. Discovering Lg(Sg, o)
Step 1: Discover the frequent sets
Answer =
Generate Lp |(Sg, o) from Sg;
For (k=2; Lgk(Sg, o) # & ; k++) do
Begin
Generate L (S, o) from Lex-1(Sp, o)
Answer = Uy Lg x(Sg, o)
End :
Return Answer;
Step 2: Generating Lg 1(Sg, o)
We test each descriptor set d; of D if SP({d;}) 2o then d; will be saved to Ly ;(Sg, o).

Step 3: Generating Lg «(Sg, o) from Lg x.1(Sp, o)
Based on the property : T €Lg(Sg, o), SCT = Se Lg(Sp, o), we generate Lg(Sg, o) from
Lpx-1(Ss, ).
The procedure is as follows:
Create a matrix which rows and columns are the elements of Lg ..
Lpx =,
For(each Xe LB,k-l(SB, (1)) do
For (each Y € Lpx.1(Sg, o) and X <> Y) do begin
E=RUYS
Restore vector vg(X) and vp(Y) from VSg .1
ve(Z) = vp(X) ® vp(Y)
From vg(Z), calcualate pp(Z) ,
If (ps(Z) 2 a*card(0) ) and Card(Z) =k and Z ¢ Lgy) then
begin
SaveFreqSet(T, Lg x(Sg, 0));
SaveDescVector(vg(Z), VSgx);
End;
End;
Answer = Lg x(Sg, a);
Return Answer;
Where:
SaveFreqSet(T, Lp k(Sg, o)) is a function for saving frequent sst T to Lg x(Sg, o)
SaveDechectol:(vB(Z),VSB,k(SB)) is a function for saving descriptor vector vg(Z)to
VSgk(Sp).
Step 4: Discovering R(Sg, o ,)
R (Sg, . ,B) = I;
For each L € Lg(Sg, a) do begin
For (each X,Y € L and XUY =L and X nY =& ) do begin
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If(CFg (X >Y)2p)and X »Y ¢ R(Sg, o ,p) then SaveRule(X—Y, R(Sg, o ,B)).
If (CFg (Y—>X)2=p) and Y—X ¢ R(Sg, @ ,p) then SaveRule(X—Y, R (Sg, o ,B)).
End;
End;
Return (Rg (Sg,0.,B)) ;
where: SaveRule(X—Y, Rgp(Sg,0,f) is a function for saving the association rule to
Rp(Sg,0,pB).

3.3. Increasing the efficiency of mining the frequent sets

To increase the efficiency and to reduce the time of scanning the database, we use a sparse
matrix to organize the binary information table in the memory. The non zero element of the
binary information table is a triple (row, column, value). The rows and columns of sparse
matrix are stored in the- double linked lists. We develop operations for processing the
descriptor vector operations on the double linked lists of binary information matrix. Besides,

we use the descriptor vector product to calculate the SP(Z) where Z = XUY as mentioned
above.

4. Classification problem

4.1. Discovering the classification rules based on the association rules

Given a special binary information table (O,D=HUC,Rg) where H is a set of condition
descriptors and C is a set of decision descriptors. This special kind of binary information
table is called binary decision table [5]. .

Given threshold a€[0,1], B=1.0 we would like to discover classification rule X—>Y where
XeP(H),Y eP(C), card(Y)=1, SP(X>Y) 2a, CF(X—>Y)=1.0. We employ the above algorithm
for discovering the classification rules.

4.2. The goodness of a set of classification rules.
Let C={c},c3,...,.ck} be the set of K classes, we build RC(¢c; ) = {r: X—> { ¢}ICFE(r)=1,
SP(r)>a.} and define the goodness of a set of classification rules for class i as follows:

GoodMeasure(Sg, v,1.0, 1)= (1/N;i ) (U rercq) card (pp(Left(r)) (4)

Where Ni is the cardinality of the set of all objects of class i. The classification goodness for
all classes of a binary decision table is calculated by:

K
GoodAllClass(Sg, v,1.0) = (1/K)(D. card ( U rerca pe(left(r)))

i=1

(5)
We can adjust two thresholds a, B to get a high goodness of classification rule set.
5. Fuzzy information table

A fuzzy information table is a triple Sg=(0,D,Rg) where O is a finite set of objects, D is a
finite set of descriptors, R is a fuzzy relation between O and D. R is represented by a fuzzy
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function p: OxD—[0,1], where p(o,d) expresses the degree of object o having descriptor d,
and [0,1] is a subset of real number set.

5.2. Converting a fuzzy information table to a binary information table

We can convert a fuzzy information table (O,D,Rp) to binary information table (O,D,Rg) by
using the rule: y(o,d)= 1 iff p(o,d)e[L(d),U(d)] and otherwise y(0,d)= 0 where [L(d),U(d)]
is an interval of dom(d) and L(d)<U(d). Depending on the [L(d),U(d)], we can build Rg from
RE or Sg(0,D,Rg) from Sg=(0,D,Rp).

5.3.Problem statement

Given a fuzzy information table Sg=(0,D,Rg) and threshold v,p3, a €[0,1], our problem is to:
find a set of n interval [L(d),U(d)] where deD which maximize the function
GoodAllClass(Sg,0,1.0). Rp is created from R by using the n intervals [L(d),U(d)] and deD.

6. Using the genetic algorithm for discovering the thresholds
Genetic algorithm (GA) is a form of adaptive search techniques initially introduced by
Holland. GA is an iterative search procedures that maintain a population of candidate
solution to the object function, each member of population is called chromosome. During
each iteration step, called a generation, the current population is evaluated and on the basis
of that evaluation, a new population of candidate solution is formed. A general sketch of
genetic algorithin is in figure 1.
Making the initial population of chromosomes
Evaluating the initial population
While terminate condition not satisfied do
Select the current population from the previous one
If crossover condition satisfied
perform crossover
If mutation condition satisfied
perform mutation
Evaluate the fitness of the offsprints
Endwhile

Figure 1: A sketch of genetic algorithm

There are four basic steps in genetic algorithm:

Step 1: Making the initial population

The initial population of chromosomes is chosen randomly. Let n=card(D) then the
chromosome i denoted CHR; will have the format <vy,viz...,vin>. An element v of
chromosome i is a couple <L(d;),U(d;)> where L(d;),U(d;j)[0,1] and L(d;) < U(d;).

Step 2: Crossover operator

Given two parental chromosomes <Vjy,.Via,..,Vik,-..Vin> and  <v;1,Vjz,...,Vikse-s Vin™>

Select a random position k €[1,2,...,n] and swap two portions of two parental chromosomes.
The result after crossover operation <vViy,.Viz,.., Vjk,-.-,Vjn > and <vj1,Vj,..., Vik,-..Vin >

Step 3: Mutation operator

Given a chromosome <Viy,.Viz,..,Vik....Vin> , select a random position k €[1,2,...,n] and select
randomly L(dy) or U(dy), replace L(dy) or U(dx) with a random value in [0,1].
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Step 4: Evaluation

The fitness function is defined as follows:

Given a chromosome CHR; = <vji,.Vi2,.., Vik,... Vin>, From this chromosome , we can convert Rg
to Rg and change (O,D,Rg) to (O,D,Rp ). The fitness function {(CHR;) is defined as:

K
f(CHR;) = GoodAllClass(Sg, v,1.0) =(1/ K)(Z card (\V rercq) pe(Left(r)) ) 6)
i=1

7. An application to a supermarket database

Suppose that, we have a table where rows are transactions and columns are items and
classes as in table 1.

" Table 1: Table of transaction and items

d() d| dz d3 dy ds Ct Co
0g 42165 0| O 12112} 1| O
0] 121 121 653 12} 131 13| 1] ©
02 43160 0] 0] O] O] 11 O
03 12126165 12] 0] 0] 1] O
04 12] 0] 141 8| 0] 0] 0] 1
05 14| 0 14| 0| 88199 0] 1
0 15 0] 0[9 12| Of O] 1
07 12| 0| 11} 01 80| 87| 0] 1

The element b;; of this table is the quantity of the purchased item d; in transaction o; and cy,
c, are two transaction categories Let O be the set of transactions, H be the set of items, C={
ci, 2} be a set of transaction categories. f is fuzzy membership functions p;: dom(d;)—{0,1],
i=1,...,card(H).

Each descriptor has a particular membership function. This function expresses the meaning
of quantity. We define fuzzy functions MANY, FEW, AVERAGE for each descriptor,
because when we buy three cars we think that we buy many cars, but when we buy three
pens, we think that we buy few pens. Based on a group of fuzzy membership functions, we
can convert the above table to a fuzzy information table as shown in table 2.

Table 2: Fuzzy information table

D{) d| dz d3 d4 Ci5 Ci Ca
op [06/06]00]00(00(01f1 10
o0 (01({01(0801]00(02|1 |0
0o, {06(05]00]00(00(00[1 10
o3 [01/03]08]0.1{00]00j1 10
o4 |01102102]07]01]00]0 |1
os 102100({02({00({09({09]0 |1
0s {03]00(00]09]02{00]0 |1
o7 /01]00]0.1{00[08(07]0 1
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We use genetic algorithm with the following parameters :

Population size: 50; Selection Probability: 0.1; Crossover Probability: 0.1; Mutation
Probability: 0.1

We have the following solution: _
(0.75.0.95)(0.31.0.95)(0.36.0.76)(0.61.0.92)(0.81.0.91)(0.66.0.74)

The binary information table appropriated with the above set of threshold is shown in table
3.

Table 3: A binary information table

do D[ d2 d3 d4 d5 Cy Ca
o (0 (1 jO 10 10 (O |1 10O
op (0 10 10 J0 (O [0 |1 [0
0, |0 1 10 (0 |0 JO [1 {O
o3 (010 O |0 (0O [0 (1 Jo
o4 (0 10 10 1 0 |0 (0O 1
os |0 10 [0 jO 1 g 448 11
o6 |0 [0 O 1 0 |0 |0 |1
o |0 {0 10 (0 |0 1 10 |1

The association rule based classification rules are as follows:
R:{d1}->{c0} ; SP(r)= 0.25; CF(r)= 1.00; R:{d3}->{cl};SP(r)= 0.25; CF(r)= 1.00
R:{d4}->{cl};SP(r)= 0.13; CF(r)= 1.00; R:{d5})->{cl};SP(r)= 0.13; CF(r)= 1.00
With rule R:{d1}->{c0} ; SP(r)= 0.25; CFE(r)= 1.00
A couple of threshold for d1 is (0.31.0.95). It means that, we have the following fuzzy
classification rules:

If wy(dy) € [0.31,0.95] Then Class C0.

7. Conclusions

We develop algorithms for discovering the frequent sets from binary information table.
Based on the frequent sets, we build association rules, classification rules. From binary
" information table, we extend our application to fuzzy information table. We use the genetic
algorithm for selecting a set of appropriate thresholds for converting the fuzzy information
table to binary information table and use the existing algorithm for discovering the binary
classification rules. The fitness function, the genetic operations are built and an application
in supermarket is proposed to discover the fuzzy classification rules for categorizing the
transactions based on the purchased quantity of items.
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KHAM PHA CAC LUAT MU TU CO SO DU LIEU
DUA TREN THUAT TOAN DI TRUYEN

D& Phiic, Hoang Ki€m -
Khoa Coéng nghé Théng tin
Pai hoc Khoa hoc ty nhién Tp. HCM
(Bai nhdn ngay 12 thdng 11 ndm 2001, hoan chinh sita chita ngay 19 thdng 12 ndm 2001)

TOM TAT: Bai bdo dé xuat mot phuong phép dé khdm phd cdc ludt phan 16p md ti¥ cd s3
dit liéu dua trén thuit todn di truyén. Muc tiéu 1a tim ki€m mot tdp ngudng dé chuyén biang
thong tin md sang bdng thong tin nhi phan. Sau d6 sit dung cdc thudt todn rit ludt tr bdng
nhi phan. Cdc cd thé clia thudt todn di truyén s& Iuu tAp cdc ngudng tiém ning. Céc thao tic
lai ghép, dot bi€n va ham phu hgp duge dinh nghia theo yéu cdu cda bai todn d€ tim tap
ngudng thich hgp. Chiing t6i dd st dung md hinh dé xudt vao bai todn ban hang siéu thi,
trong d6 ¢6 chi ¥ dén s§ lugng mat hang bdn ra thay vi chi lvu § dén viéc ¢6 ban hay khong
ban hang nhv cdc ti€p cin truyén théng.
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