Science & Technology Development Vol 2, No 2+3 - 1999
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ABSTRACT : Data mining is the discovery of patterns that may exist implicitly in a large
database. In this paper, we study a combined model for cluster discovery. We build a multi
dimensional data model (MDDM) and transform tuple of database into vector of MDDM
then we use Kohonen’s self-organizing algorithm to discover the potential clusters and
Genetic Algorithm (GA) for validating these clusters. By combining MDDM with GA, we
propose a heuristic for improving the efficiency of cluster discovery.
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1.INTRODUCTION

Cluster discovery is the process of grouping n objects into pre-defined c¢ clusters
based on a measure of similarity. From these clusters, we can build rules to characterize
nature or to predict the behavior of object [8]. There are many traditional clustering
algorithms but these algorithms are not designed for large data set [5,7].

When using clustering algorithm to data mining application, we have to solve the
following problems:

¢ Number of clusters to be discovered

e Number of objects to be partitioned.

e Efficiency of clustering algorithm.

Our method was established to solve these problems. We build a combined MDDM
and Kohonen's self-organizing algorithm for discovering the number of potential cluster
centers.

For increasing the efficiency, we applied the random search approach that was
proposed in [7] and use GA to implement this idea. To discover data clusters, we find a
set of cluster centers [2,4,5]. We transform the clustering problem into an optimization
problem as follows.

Clustering discovery is to find a set of cluster centers so that the sum of average
distance between object and its cluster center is minimized and the sum of distance
between cluster centers is maximized.
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Figure 1: Cluster centers

2.TRANSFORMING TUPLE INTO VECTOR

We build a MDDM for transforming a tuple of database into a vector of MDDM and
analyzing the distribution of vectors of MDDM [3]. In the following, we use only a two-
dimensional model, but it is easy to expand this model to multi-dimensional model.
Suppose we have a data table DB(X,Y), X and Y are numerical attributes, tuple (X,Y) is
an input vector. Let DX, DY be the domain of attribute X ,Y of database DB (X,Y). We
partition DX into intervals Dy; D), and DY into intervals Dj;,...Ds,. We define MDDM
as follows: .

{D11,....D1a}X{D2y,.... Doy } ----- >N
(X1,X3) ===m=mmmmmmeme > f(X],Xz) e N
Where N is a natural number set. {Dy,..,D,}X{Daj,....Dam} is the Cartesian product.
One typical example of 2-dimensional MDDM is shown in table 1:

D25 [0 0 11 21 18
D24 10 0 12 17 19
D23 10 0 10 8 g
D22 |0 0 0 0 0
D21 |0 0 0 0 0
D11 | D12 |DI3 |Di4 |DI5

Table 1: A typical two-dimensional MDDM with 5 intervals in dimension X1 and 5
intervals in dimension Y1
The value f(X;,X;) in the above table is the number of tuples (X,Y) where value of
X is in the interval X, and value of Y is in the interval X;, (X, X,) is the cell address.
For partitioning dimension into many intervals, we need to decide how many
partitions there should be. As mentiqned in 1, we use MDDM for building architecture of
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Kohonen's self-organizing algorithm and controlling the direction of mutation operator
of GA. For increasing the efficiency, we build MDDM based on the capacity of main
memory of computer and the number of dimensions of vector. Let C be the capacity of
main memory, S be the memory space for a cell value, L1,.,Ln be the number of
intervals for dimension Xl,...,Xn respectively then the following condition must be
satisfied.

112 xLnxs <C

3. USING KOHONEN'S SELF- QRGANIZING ALGORITHM TO DISCOVER
POTENTIAL CLUSTER CENTERS

Based on the above MDDM, we build a Kohonen's neural network and combine
vector quantization (VQ) with the self organizing algorithm to discover the potential
cluster centers [1]. Each cell of MDDM will be a weight vector w;; of node (i,j) of the
feature map, i =1..M, j = 1..N, i, j are the indices of the grid; M is the number of intervals
in dimension X1 and N is the number of intervals in dimension X2.

The self-organizing algorithm can be summarized as follows:

1. Initialize all weight vectors to the coordinates of centers of MDDM cells.

2. Select the node with minimum distance dv to the input vector v(t).

dv(v,Wicie) = min { dv(vi,wj) } |

3. Update weight vectors of nodes that lie within a nearest neighbor set of the node
(icajo): !
wii(t+1) = wii(t) + a(t)(v(t)-w;i(t) )

For ic-Nc(t) <= i <= i.+N,(t) and

jerNe(t) <= j <= je+Nc(t)

4. Update time t = t+1, add new input vector and goto (2)

In the above algorithm, o(t) is a gain ratio (0 <= a(t) <= 1) and Nc(t) is the radius of
neighbor set. N (t) and o(t) are decreased monotonically with time.

Each weight vector is assigned to variable ¢, This variable will hold the number of
adapted times of this weight vector during Kohonen's self-organizing learning.

After using self-organizing algorithm, we may have data in table of table 2:

X1 X2 # OF
ADAPTED
TIMES

04 0.7 1507

6.5 |42 4500

9.7 © |84 4600

Table 2: Potential cluster centers
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In table 2, (X1,X2) is the coordinate of weight vector, the third column is the number
of adapted times of the weight vector during the self-organizing process. The self-
organizing algorithm that was presented above may have poor quantization performance
since the learning may not necessary lead to global or local minimum as defined in
conventional VQ methods. After stopping the above algorithm (ou(t) =0 or N¢(t)=0), we
use only weight vectors that the number of adapted times are greater than a Threshold
value. These vectors are the potential cluster centers for the GA based validation
process.

4. USING GA FOR CLUSTER VALIDATION

4.1.Principle of Genetic Algorithm

The basic idea of a GA is do what the nature does. GA uses the natural evolution for
solving the optimization problems in real life. From the initial set of solutions, the
evolution will be repeated in many steps (evolving) under the action of the operators, the
new set will be formed with the better solutions and finally the last solution will be the
best solutions that best fit the optimization process. The structure of GA can be
summarized in the following procedure [6,9]:

Procedure GA;

Begin
t=0
Initialize P(t);
Evaluate P(t);
While not terminate-condition do
Begin
t=t+1
Select P(t) from P(t-1);
Recombine P(t);
Evaluate P(t);
End
End

4.2.Stating the cluster validation as an optimization problem

Let D, be the input data set. We want to partition this set into K clusters, each cluster
will be represented by a cluster center wy. Let Dy be a set of K cluster centers. Vector v;
belongs to cluster C(wy) if dy(v;,w;) satisfies the following criteria:

dy(vi,Ws) = mingdy(vi ,wy))

Where dy(vi,wy) is the distance between v; and wy_In our method, we want to find a
set of cluster centers Dy, so that E(D,,) is minimized and D(S) is maximized. D(s) is the
sum of distance between centers. E(Dy,) is calculated by:

EDw)= 2 2 dy(vi ,ws)
W vi € C(ws)
w, e Dy vieD,
4.3. Creating the initial solution
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Because we work with numerical variables, we use floating-point number vector. In
our algorithm, one solution Dy, contains coordinates of K cluster centers. Dy is a
chromosome of genetic algorithm. Our population is a set of chromosomes IDy,

IDy = {Dw,l ;Dw,2; Dw3. Dwa}

Where n is the population size( pop_size).

We build an initial solution set IDy, based on the set of potential cluster centers that
were discovered by Kohonen’s self-organizing algorithm. Figure 2 is a typical initial
population. This population contains 3 chromosomes, each chromosome is the
coordinates of 3 cluster centers.

6 |6 7
9 |8 8
. 0
13 | 12 12
4 |5 4

Figure 2: Initial population containing 3 chromosomes

4.4.Building the evaluation function
We calculate the fitness value of each chromosome by minimizing E(D,) and
maximizing distance D(s).
Depending on the application, we choose two weights alpha and beta and transform
twc constraints into a problem of minimizing the following function:
- E(Dyw,)=alpha* E(Dy;) —beta*D(s)
The total fitness of population is calculated by
pop_size
F= Z E(Dw.i)
i=1
The selection probability p; for the chromosome D,,; is calculated by
Pi = BE(Dyw;) /F
The cumulative probability q; for the chromosome Dy, is calculated by:
i
qi=2pj
j=1
4.5. Defining the genetic operators (crossover and mutation)
4.5.1.Crossover operator
Based on the old population, we create new population. This session contains two -
steps:
Stepl: Create the initial new population
a) Create a random (float) number r from the range [0,1]. If r<ql then select the first
chromosome else select the i chromosome so that r is in (qi.; qi ).
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b) Repeat this procedure until creating pop_size chromosomes for new population.
Step 2: For each chromosome in new population, generating a random (float)
number r from the range [0,1], if r<p. (probability of crossover) then given chromosome
will be selected for crossover. For each pair of chromosomes, we generate a random
integer from [1..K]; and use this number for defining the pesition of crossover.
Dwi = (8wii,1- 8w,ikewseEwisn)
Dy = (Ewjle &w ik Bwin)
After crossover operator, we have two new chromosomes as follows:

Dy = (8wl Bwjke-r-Buwisn)

{

Dw,j - (gw.j.]... Bw.ikeweer gwj,n)

\2/4 312 312 214

Figure 3: Crossover operator

4.5.2. Slight mutation operator
For each chromosome of current population, we generate a random (float) number r

from the range [0,1], if r<pn, (probability of mutation) then given chromosome will be
selected for mutation. The position for mutation will be chosen by generating a random
integer number from [1..K].

Dy, = (&w,i1,8&wik.....Ewin)

DW.i — (gw,i,],---, X v---,gWi‘n)
Where X = gw.ix+- AX (AX 1is an arbitrary constant)

\

\ 5 5
¥ 7
12 14
4 2

Figure 4: Mutation operator
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4.5.3. Using MDDM for controlling the direction of mutation

Besides of crossover, the offspring can be built by mutation. After a number of
generations, if the algorithm can not gather a better population, we use MDDM to
improve the population. We use MDDM for choosing good direction of mutation. We
call this kind of mutation is MDDM mutation. A MDDM with a lot of zero value cells is
in table 3.

D25 | 60 0 11 21 0
D24 g 0 12 17 | 45
D23 0 0 0 8 0
D22 0 8 0 0 0
D21 0 0 0 6 8
D11 | D12 | D13 | D14 | D15

Table 3: MDDM has a lot of zero value cells

Based on MDDM, we propose a heuristic for choosing the direction of mutation. If
the current center is in cell (D4, D23), we check cells in the neighboring area of current
cell and jump to cell (Dys, D4) because this cell has highest value (the density of input
vector is high) among all cells in the neighboring area of current cell. If our current
center is in a cell surrounding by a lot of zero-value cell such as cell (D;3, D»») in table 3.
In this case, we control mutation operator to jump over these zero value cells, and the
next potential cell may be a non-zero value cell, such as cell (D3, D4.).

S.EXPERIMENTAL RESULTS
We employed proposed method to discover clusters based on the marks in math,
physics and chemistry of 5000 students. After transforming tuple of database into vector

of MDDM and using Kohonen‘s self-organizing map algorithm, we have the data in
table 4.

X1 X2 X3 # DAPTED
TIMES
4.2 4.6 2:1 100090
2.1 0.4 0.6 8249
06 (06 2.2 4656
8.3 6.3 4.2 3621
4.2 6.3 6.3 3457

Table 4: Potential centers of clusters

Where (X1, X2, X3) is the coordinate of weight vector. We build an initial
population for GA based on the coordinates of these weight vectors. We run GA with

pc=0.25 and pm=0.1, pop_size=50 and extract 45 generations of our testing and show
them in table 5.
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Gene# | InterDist | IntraDist Mutation
1 12127132 2.5827 Slight
2 1:20.2732 2.5827 Slight
3 - }121.27132 2.5827 Slight
4 12Y.27132 2.5827 Slight
3 121.2732 2.5827 Slight
6 |22.2888 2.5290 Slight
2.5827 occurrence 4
7 |22.2888 2.5290 Slight
8 |22.2888 2.5290 Slight
9 [22.2888 2.5290 Slight
10 | 22.2888 2.5290 Slight
11 }'21.9938 - 2.5237 Slight
2.5290 occurrence 4
12 | 22.9832 2.5201 Slight
13 | 22.9832 25201 Slight
14 | 22,9832 2.5201 Slight
15 | 22.9832 2.5201 Slight
16 | 22.9832 2.5201 Slight
17 | 24.2329 2.4003 Slight
2.5201 occurrence 4
18 | 24.2329 . 2.4003 Slight
19 | 24.2329 _2.4003 Slight
20 | 22.7780 2.3829 Slight
2.3829 occurrence 2
21 | 22.7780 2.3829 Slight
22 | 22.7780 2.3829 Slight
2.3829 occurrence 2
23 | 22.2355 2.3764 Slight
24 | 22.2355 2.3764 Slight
25 | 23.8846 2.2512 Slight
2.2512 occurrence 2
26 | 23.8846 2.2512 Slight
27 | 23.8846 22512 Slight
28 | 23.8846 2.2512 Slight
29 | 23.8846 2.2512 Slight
30 | 23.8846 2.2512 Slight
31 | 23.8846 24912 Slight
MDDM mutation
32 | 23.8846 2.2512 Slight
33 | 23.8846 22912 Slight
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34 | 23.8846 2.2512 Slight
36 | 23.8846 2.2512 Slight
MDDM mutation

37 | 23.8846 2.2512 Slight
38 | 23.8846 2.2512 Slight
39 | 23.8846 2.2512 Slight
40 | 23.8846 2.2512 Slight
41 | 23.8846 2.2512 Slight
MDDM mutation

42 | 23.8846 2.2512 Slight
43 | 23.8846 2.2512 Slight
44 | 23.8846 2.2512 Slight
45 | 23.8846 2.2222 Slight
2.2512 occurrence 3

Table5: Result of first 45 generations
In the above data, the IntraDist is decreased and InterDist is increased with time.
From generation 27 to generation 31 the IntraDist and InterDist are not changed, we start
MDDM mutation and in generation 45, these two factors are changed. After 300
generations, we have a solution that is shown in Table 6 where (X1, X2, X3) is the
coordinate of cluster centers.

X1 X2 X3
1.000 1.000 | 1.000
3.500 3.500 |2.500
9.000 9.000 | 7.000
6.000 6.000 | 4.500

Table 6: coordinate of centers of clusters

6.COMPARISON TO C-MEANS ALGORITHM AND OTHER RANDOM
SEARCH BASED CLUSTERING ALGORITHM

In this section, we will compare our algorithm with some clustering algorithms such
as c-means or random search based algorithm [7].

The c-means algorithm is a well-known algorithm for clustering process. This
algorithm uses iterative approximation to search for the best partition of a given set of n
objects into ¢ clusters. The c-means algorithm can be summarized as follows:

1. Construct an arbitrary partition ¢ x n matrix U=(e' ij) where e;; is equal to one if
object XiXi, ... Xim)is in cluster C; and to zero if not. '

2.Calculate the center Vj of cluster Cj.

Vi vit... Vik..Vim)
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3.Update the partition matrix U*' (e"';) by calculating the distance d;; between
object Xi by and cluster Cj and modify the elements of partition matrix.

e'*!y=1if djj- min{d;} for all k=0..c and 0 if otherwise.

4.Determine the convergence of the matrix is achieved by comparing the difference
with €.

FuRIgtl g
With € is a threshold of convergence.

If the partition matrix is not convergent go back to step 2 with the iteration number
t=t+1, otherwise the clustering process is terminated.

If we use the c-means algorithm for this data set with 10 potential clusters, and each
ejj occupies 2 bytes then the partition matrix occupies 100,000 bytes (5,000x10x2).
Because the c-means algorithm uses two partition matrices, one for time t and another
for time t+1, the total of bytes needed for two matrices is 200,000 bytes. With our
algorithm, we use 5 intervals for each dimension, the number of bytes needed for
MDDM is 250 bytes (5x5x5x2). For GA, we created 50 chromosomes, each chromosome
has 10 potential cluster centers and each center occupies 24 bytes (8x3). The number of
needed bytes is 12.000 bytes.

This data set contains only 5000 objects, in the typical data mining application, the
number of objects may exceed 100,000 or one million and in this case, c-means
algorithm can not be implemented efficiently by loading the whole matrix into the main
memory.

We also compare our method with the random based clustering algorithm to be
proposed in [7]. The search space of this algorithm is a graph, each node of this graph is
a set of k cluster centers and two neighboring nodes are connected by an edge.
Neighboring nodes are nodes that differ in only one cluster center. This algorithm will -
search node in state space that satisfies a given fitness function. Firstly, an arbitrary node
in search space will be chosen for potential nodes (solutions) then the algorithm will
choose randomly a node in the neighboring area of potential node. If this node is better
than potential node, it will become the potential node. The process continues until a
given fitness value is reached.

We employed MDDM and Kohonen’s self-organizing algorithm to discover the
number of potential cluster centers. This number can help to build nodes in the search
space needed for this algorithm. For large data set, we utilized the strength of GA that
can search concurrently in many nodes on search space instead of searching in only one
node in algorithm to be proposed in [7]. The analysis of GA searching can be referred in
[11]. Besides of crossover, our algorithm still employs the MDDM mutation to increase
the speed of convergence.

7.APPLICATION TO HOUSE BUYING AND SELLING SERVICE

We applied this method to discover knowledge from house buying and selling
service in HoChiMinh City, Vietnam. The purpose of our application is to extract
knowledge from information to be collected from public media and the experience of
experts working in this field. Some variables that are used for clustering process are
listed below:
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House price, length of house, width of house, area of land, area of house, distance
from the center of HoChiMinh city, house location, house level, number of floors, number
of toilets...

We proposed a set of weights for scaling the importance of variables in our
clustering process and use Euclidean distance as a measure of similarity. After using the '
proposed algorithm, we created rules based on the discovered clusters. Some rules are
appropriated to the thinking of the experts such as following rules:

e If area of house < 60 squared meters and house locates in narrow then the house
price < 30,000 USD.

e If area of house < 60 squared meters and house locates near a market then the
house price > 40,000USD. '

Some rules are very interesting and they can help us to analyze the trend in house
market, although the number of objects that satisfied these rules is small.

8.CONCLUSIONS

We gathered some preliminary results in using MDDM, Kohonen'’s self-organizing
algorithm and GA to discover the clusters in large database with the numerical attributes.
The data set is very large, the heuristic and measure for improving the speed of mining is
necessary to be proposed. The experiments show very encouraging results in using this
combined model for clustering discovery. We continue to study how to use this combined
model in discovery clusters from large databases that concurrently contains numerical,
nominal, conceptual hierarchy fields and to use fuzzy logic membership function in
building the fitness function.

" KET HOP MO HiNH DU LIEU PA CHIEU THUAT TOAN TU TO CHUC
VA THUA'I‘ TOAN DI TRUYEN BE KHAM PHA CLUSTER
TRONG KHAI MO DU LIEU

Hoang Kiem - Do Phuc

TOM TAT: Khai md dit liéu 12 khdm phd cdc miu tiem &n trong cdc cd sd dif lidu 16n.
Trong bai bdo ndy, ching t6i nghién cifu mét md hinh két hdp dé khim ph4 cluster.
Ching t6i xiy dung mé hinh di liéu da chiéu (MDDM) , k&€ dén ching t6i ding thuit
todn tu t8 chic d€ phét hién c4c cluster tifm ning va thudt todn di truy&n(GA) dé€ ki€m
chiing cdc cluster nay.

Bling cdch k&t hgp MDDM véi GA, ching t6i d& xudt mot heuristic d€ ning cao hiéu
suit clia bai todn khdm ph4 cluster.
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