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copper (ii) ion content via a photometric method
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ABSTRACT
Introduction: This study, which was first conducted in Vietnam, aimed to develop a multivariable
and simple-variable linear regressionmodel from the directmeasurement of the UV−Vis absorption
of copper(II) ions in aqueous solutionwithout using other reagents (chelating agents and solvents),
which reduces environmental pollution and analysis fees. Methods: Simple-variable andmultivari-
able linear regressionmodels were developed from UV−Vis spectral data of copper(II) ion solutions
with concentrations ranging from 0.2 to 50 ppm. Results: Four multivariable regression models
were developed andmodified, and the optimal simple variable regressionmodelwas selected. This
study analyzed the suitability of single and multivariable models for the analysis of copper(II) ions
in aqueous solution at low concentrations. Conclusion: This study successfully built and adjusted
linear regression models for predicting the copper(II) ion content in aqueous solution via a photo-
metric method. Themultivariable model with odd variables (model No. 2') and the simple-variable
model at a wavelength of 221 were optimized for use in the prediction of the concentration at an
acceptable level of 0.5 ppm. These results were verified by the graph of the correlation between the
true concentration and the predicted concentration in both selectedmodels. In particular, themul-
tivariate model yields significantly more accurate prediction results than does the simple-variable
model.
Key words: Copper(II) ion, linear regression model, photometric method

INTRODUCTION
The concentration of heavy metal ions is usually de-
termined by methods such as complexometric titra-
tion, voltammetric methods, and photometric meth-
ods (UV−Vis), among others. Atomic absorption
spectrometry (AAS)1 or electrothermal atomic ab-
sorption spectrometry (ETAAS) are among the most
commonly used techniques for trace element analy-
ses of minerals.2 In addition, there are more sophis-
ticated methods, such as inductively coupled plasma
optical emission spectroscopy (ICP-MS), which uses
plasma to analyze trace metal ions in beverages,3 and
high-resolution inductively coupled plasma−mass
spectrometry (HR-ICP-MS), which has an electrical
and magnetic region for ion separation and concen-
tration in industrial wastewater analysis.4 These an-
alytical methods provide high selectivity, high sen-
sitivity and low detection limits, but the equipment
is complicated and quite expensive. For example,
Huang and Shih (1993) directly detected copper in
seawater samples using a graphite furnace atomic ab-
sorption spectrometer (GFAAS) with high accuracy
and precision to detect Cu(II), where the detection
limit of Cu(II) was in the range of 0.3–0.4 µg. L−1

when injected with 20 µ l of seawater, which fur-
ther decreased to 0.07 µg. L−1 with multiple in-
jections.5 An optimized single-particle ICP-MS tech-
nique (spICP-MS) was used by Venkatesan et al.
(2018) to analyze Pb, Fe, Sn, Cu, and Ag in tap wa-
ter samples. spICP-MS is a time-resolved analysis in
which particles are detected as collisions above the el-
emental background signal. This instrument detected
Cu(II) in 25 water samples in the temperature range
of 15–136 ng.L−1.6

In Vietnam, the fluorescent chemosensor in the
UV−Vismachine has been researched byDuongTuan
Quang and his associates since 2007 with a number
of publications, such as a chemical sensor based on
calix[4]arene to detect the ions Fe3+, F−, Cs+, Cu2+;
or dimethylaminocinnamaldehydeaminothiourea to
detect Ag+, Cu2+, Hg2+; and a chemical sensor con-
taining a 1,2,3-triazole ring that detectsAl3+ or chem-
ical sensors that detect Hg2+ synthesized from rho-
damine derivatives or fluorescent reagents.7–10

This photometric method requires no user training,
simple equipment, and easy sample handling. Cur-
rently, in Vietnam and around the world, copper(II)
ions are analyzed by this method, and researchers use
reagents in combination with copper(II) ions to form
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complexeswhose color is detected in theVis region. A
study by Sharma et al. (2010) showed that copper can
be detected at the maximum absorption wavelength
(336 nm) through the use of a novel UV spectroscopy
method (Shimadzu UV–Visible 160 A spectrometer)
based on the formation of complexes of Cu(II) ions
with cefixime immediately in a 1,4-dioxan-distilled
water medium at room temperature. In this study,
the proposed method was able to analyze Cu(II) in
natural water samples with a detection limit of 3.19
× 10−2 µg/mL.11 The reagent 1-(2-pyridylazo)-2-
naphthol (PAN) was used to analyze copper in sug-
arcane spirit. Complexation at pH 4.50 for 5 min at
20 ◦C requires a malonic acid coating to reduce the
influence of iron(III) and nickel(II) ions. Linearity
was obtained with a copper(II) concentration of 8.00
mg/L, and the limits of detection and quantification
were 0.02 mg/L and 0.13 mg/L, respectively. 12

In 2012, Omar et al. adopted near-infrared spec-
troscopy analysis in the commonly used 700 to 1100
nm range to reliably determine the dissolved solids
content in fruit. The aim was to optically profile the
sugar-water solution and determine the peak wave-
length in the quantification of the sugar concentra-
tion.13 This method was developed for the analysis
of metal ions (copper and lead) in aqueous solution
in 2014 by Tan’s research group at the University of
Sains, Malaysia. This research group has produced
multivariable and simple-variable linear regression
models for the analysis of metal ions at low concen-
trations from 0.2 to 10 ppm by photometric methods
without using any reagents.14

This is the initial study of a multivariable and simple-
variable linear regression model for the direct mea-
surement of theUV−Vis absorption of copper(II) ions
in aqueous solution without the use of other reagents
(chelating agents and solvents), which reduces envi-
ronmental pollution and analysis fees. This study was
first conducted in Vietnam with the desire to con-
tribute to the expansion of analytical methods that do
not use chemical reagents.

MATERIALS ANDMETHODS
General information
All chemicals used in this study were of analytical
grade. UV− Vis spectra were measured using a UV−
Vis instrument (Jasco V-730). The data were analyzed
by Microsoft Excel.

Generalmethod for preparation of samples
For the stock standard solution [Cu] at 1000 ppm, 2,683
mg of CuCl2·2H2Owas accurately weighed into a 100

mL beaker to dissolve enough distilled water, after
which the solution in the beaker was transferred to
a 1 L volumetric flask, and distilled water was added.
The flask was closed tightly and shaken by inverting
several times until the solution was homogeneous.
The intermediate standard solution: From the 1000
ppmstock standard, a series of intermediate standards
with concentrations of 5 ppm, 10 ppm, 20 ppm, 30
ppm, 40 ppm and 50 ppm were prepared.
Low-concentration standard solution: From the 5 ppm
intermediate standard solution, a series of interme-
diate standards with concentrations of 0.2 ppm, 0.5
ppm, 1 ppm and 2 ppm were prepared.

Experiment
Intermediate standard solutions of 5-50 ppm concen-
tration were used to measure the absorbance in tripli-
cate. The results of the spectrumwere used to develop
the regression model.
Standard solutions with low concentrations of 0.2-
2 ppm were measured for absorbance in triplicate.
The results of the spectra were subjected to the op-
timized regression model to calculate the amount of
copper(II) ions.

Data processing
Determine the appropriate wavelength range: To se-
lect the appropriate wavelength for the the linear re-
gression model (LRM) structure, the noisy and near-
baseline regions need to be removed.
Multivariable LRM: After wavelength selection, the
data exported from the spectrawere analyzed viamul-
tivariate LRM with the proposed models. Next, we
identify the independent variables that have a weak
correlation with the dependent variable and remove
them. The multivariable LMR run was repeated with
the remaining variables, and the linear regression
equation (LRE) was determined. There are four pro-
posed multivariate LRMs:

• Model No. 1: The selected variables have values
of 1 wavelength apart;

• Model No. 2: The selected variables have even
wavelengths;

• Model No. 2’: The selected variables have odd
wavelengths;

• Model No. 3: The selected variables have 5 dif-
ferent wavelengths.

Design of the simple-variable LRM: After optimiza-
tion, the simple-variable LMR for each variable corre-
sponding to different wavelengths is analyzed for the
variables selected in the multivariable model.
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By applying these models to solutions of low-
concentration standard solutions, the data exported
from the spectra were analyzed by multivariate and
simple variable LRM, which were optimized.

Conditions for satisfying theoptimalmodel
The optimal model is the model with no more than 5
independent variables; 0.99≤R2 ≤ 1 and adjusted R2

between 0.5 – 1; small standard error - error (10−3);
absolute deviation - bias (%) < 15% (according to
many organizations in the US, Canada, Europe – ISO
3534-1)

RESULTS
The appropriate wavelength range
The experiment was conducted using a two-channel
spectrometer with wavelengths ranging from 200 nm
to 1100 nm. However, the results show that channel
1 (wavelengths of 650 nm to 1100 nm) is not Visible
at low concentrations of Cu2+. Moreover, measure-
ments through channel 0 (200 nm to 650 nm) pro-
duced a significant coefficient of determination, R2,
between the absorbance and copper ion concentra-
tion. Spectroscopic results in the 200-230 nmworking
region show that the data at wavelengths below 217
nm are noisy (Figure 1). Therefore, the extreme neg-
ative peak near 217 nm was neglected in this study.

Figure 1: The appropriate wavelength range of
copper(II) ion solutionswith concentrations ranging
from 0.2 to 50 ppm

Themultivariable LRM

Model No.1
In the selected working area from 217-230 nm, the
regression coefficients of wavelengths 217, 219, 220,

223, 226, 227, 229 and 230 and the intercept show
a weak correlation with the regression equation and
should be rejected.
The result of the model No. 1 modification is linear
regression equation-1 C = 9.5xD218 – 29.6xD221 –
8.8xD222 + 105.3xD224 – 15.1xD225 -36.5xD228
(LRE-1), with a mean error and absolute deviation
of 0.711 and 0.77, respectively (Table 1). LRE-1
had a lower adjusted coefficient of determination
(R2

ad j. = 0.89998) than the original regression equa-
tion (0.99987) but is still quite good for the linear re-
gression method.

Models No. 2 and No. 2’
For Model No. 2, the intercept and regression co-
efficients at 218, 220 and 222 nm show a weak cor-
relation with the model, so they are ignored. Af-
ter recalibration, this model gives the equation C =
95.2xD224 - 38.9xD226 – 96.6xD228 + 60.7xD230
(LRE-2). However, at odd wavelengths (model No.
2’), the model is corrected after removing the variable
with a weak correlation at wavelengths 217 and 227
nm, and the equation C = 11.5xD219 – 23.9xD221
+ 78.6xD223 – 13.1xD225 – 56.4xD229 (LRE-3) is
obtained. The adjusted coefficients of determination
for both models (No. 2 and No. 2’) are 0.92850 and
0.92302, respectively.
Table 2 shows that both models are suitable for pre-
dicting analyte content; however, model No. 2’ is su-
perior when it has a relatively small error, approxi-
mately 2.144.10−3.

Model No.3
The number of independent variables in this model
is the lowest when the independent variables have a
long jump (5 nm). After adjusting to remove the
weak correlation to the dependent variable of the con-
stant, this model has 3 independent variables with C
=11.9xD220 + 33.2xD225 – 29.2xD230 (LRE-4) and
R2

ad j. = 0.93318.
This model has the advantage of the number of in-
dependent variables, but the results of the analysis of
the parameters (Table 3) show that the error of the
model compared to the real value is quite large, up to
30.7.10−3; therefore, the forecasting results are not as
good as those of the above models.

The simple-variable LRM
The variables selected in Model adjusted No. 2 have
variables at 219, 221, 223, 225 and 229 nm. At each of
thesewavelengths, simple-variable regression analysis
is performed and modified when the intercept is not
significant for the model.
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Table 1: The results of the error analysis and absolute bias of adjustedmodel No.1

True C (ppm) Pred. C (ppm) Error (10−3) Bias (%)

5 5.09 0.478 1.85

5 5.33 6.056 6.60

5 5.05 0.148 1.03

10 10.01 0.005 0.10

10 9.89 0.708 1.13

10 10.00 0.001 0.05

20 20.05 0.152 0.26

20 19.90 0.607 0.52

20 20.23 2.866 1.14

30 29.85 1.268 0.50

30 29.96 0.079 0.13

30 30.02 0.018 0.06

40 40.01 0.009 0.03

40 39.96 0.083 0.10

40 40.02 0.023 0.05

50 50.04 0.087 0.08

50 49.94 0.186 0.12

50 50.02 0.028 0.05

Average 0.711 0.77

The absolute deviation of concentrations in simple-
variable regression analysis at different wavelengths
shows that lower concentrations (5 and 10 ppm) have
much larger deviations at higher concentrations (Fig-
ure 2). In Table 4, the results of the error analysis of
the variables 219, 225 and 229 show much larger val-
ues (14.1, 14.0 and 17.2, respectively) than those at
wavelengths 221 and 223 (6.4 and 8.7, respectively).
The absolute and absolute deviations are similar but
significantly smaller at these two wavelengths (1.18%
and 1.31%, respectively, at 221 and 223). Therefore,
the optimalmodel is selected at these twowavelengths
because the results of the error and absolute deviation
analysis have lower values at wavelength 221. There-
fore, the optimal simple-variable LRE is developed in
this model,C= 24.923×D221 (LRE-5), correspond-
ing to an R2 of 0.99987.
In conclusion, model-adjusted No. 2’ was chosen as
the optimized model for multivariable linear regres-
sion analysis, with C = 11.5xD219 – 23.9xD221 +
78.6xD223 – 13.1xD225 – 56.4xD229 (LRE-3) and
simple-variable LRM C = 24.923 x D221 (LRE-5).

Applying the optimal models to solutions
with low-concentration standard solutions

The absorbance results of the low-concentration stan-
dard solutions with a concentration of 0.2-2 ppmwere
applied to the optimal models, and the results are
summarized in Table 5.
To determine whether the simple-variable LRM is op-
timized at a wavelength of 221, this method was ap-
plied at each wavelength for concentrations ranging
from 0.2-2 ppm, and the results are shown in Ta-
ble 6. When analyzing data for the absolute devi-
ation of wavelengths at low concentrations, the re-
sults are similar to those of the multivariable regres-
sion model (2’ model), and simple variable models
can only be properly applied to concentrations above
0.2 ppm (Table 6). From the graph showing the ab-
solute deviation at low concentrations with different
wavelengths, the density of the model at wavelength
221 is very high (Figure 3), which proves that simple
variable information selection is effective at 221 nm.
The analytical error and absolute deviation values in
Table 6 also support this choice.
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Table 2: The results of the error analysis and absolute bias of adjustedmodels No. 2 and No. 2

True C (ppm) Model No.2 Model No.2’

Error (10−3) Bias (%) Error (10−3) Bias (%)

5 4.704 5.8 0.148 1.0

5 1.718 3.5 5.021 6.0

5 0.157 1.1 3.668 5.1

10 0.357 0.8 0.655 1.1

10 1.782 1.8 0.613 1.1

10 0.924 1.3 6.227 3.3

20 8.081 1.9 0.001 0.0

20 0.048 0.1 0.518 0.5

20 4.347 1.4 6.693 1.7

30 8.569 1.3 0.062 0.1

30 0.046 0.1 4.825 1.0

30 0.312 0.2 0.710 0.4

40 1.649 0.4 0.535 0.2

40 0.024 0.1 7.438 0.9

40 0.339 0.2 1.115 0.4

50 2.026 0.4 0.210 0.1

50 1.358 0.3 0.118 0.1

50 11.667 0.9 0.026 0.0

Average 2.673 1.2 2.144 1.3

Whenusing theOptimumLRMs to predict copper(II)
ions at low concentrations, the analytical results show
that the acceptable concentration for this model is no
less than 0.5 ppm.

DISCUSSIONS
All of the modified models have adjusted R2 and R2

values close to 1 (0.999999), so they are suitable for
the requirements set for model selection.
Model No. 1 has a large number of independent vari-
ables, making it difficult to predict. Although Model
No. 3 has the fewest variables, it has a much larger
forecast error than the other models. For models No.
2 and No. 2’, when comparing the errors and bias,
the 2’ model is more suitable for choosing the optimal
model.
The result of selecting the multivariable regression
model was Model No. 2’ with 5 independent vari-
ables: 219, 221, 223, 225 and 229. In addition, the
simple-variable regression model was selected with
the same wavelength of 221 as Tan’s model but dif-

ferent regression coefficients (24.923 and 79.311, re-
spectively).14 When two optimization models were
applied to predict copper(II) ions at low concentra-
tions, the results were similar to those of Tan’s model,
which could predict concentrations of approximately
0.5 ppm (Table 6).
Verification of the simple-variable LRM at 221 with
LRE-5 was performed by calculating analytic concen-
trations from 0.5 to 50 ppm and then graphing the
correlation between the predicted and true concentra-
tions. The analysis results are shown in the graph (Fig-
ure 4) and equation y = 0.9999x, which proves that the
model used to predict the results is similar (99.99%)
to the real value. In addition, this graph clearly shows
that the multivariate model (model No. 2’) is signif-
icantly better suited for forecasting than the simple-
variable model with the correlation function y = x.

CONCLUSION
This study successfully developed simple-variable and
multivariable linear regression models for copper(II)
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Table 3: The results of the error analysis and absolute bias of adjustedmodel No. 3

True C (ppm) Pred. C (ppm) Error (10−3) Bias %

5 5.018 0.018 0.36

5 4.974 0.038 0.52

5 5.282 4.421 5.64

10 10.036 0.072 0.36

10 9.770 2.928 2.30

10 10.360 7.193 3.60

20 19.991 0.004 0.04

20 19.720 4.349 1.40

20 20.380 8.041 1.90

30 29.956 0.107 0.15

30 29.657 6.539 1.14

30 30.549 16.756 1.83

40 40.424 9.989 1.06

40 39.256 30.711 1.86

40 40.041 0.094 0.10

50 50.100 0.552 0.20

50 49.408 19.473 1.18

50 50.476 12.579 0.95

Average 6.881 1.37

ion concentrations in aqueous solutions ranging from
0.2-50 ppm without using any other reagents or sol-
vents in the wavelength range 217-230 nm. The re-
sults show that themultivariablemodel with odd vari-
ables (model No. 2’) and the simple-variable model
at a wavelength of 221 were optimized for use in pre-
dicting the concentration at an acceptable level of 0.5
ppm. These results were verified by the graph of the
correlation between the true concentration and the
predicted concentration in both selected models. In
particular, the multivariate model yields significantly
more accurate prediction results than does the simple-
variable model.
The results of this study show that the application
of multivariate and simple-variable regression mod-
els can almost accurately predict low copper(II) ion
concentrations (0.5-50 ppm). However, the suitability
of the models for analyzing complex samples and the
factors affecting the analysis results, such as pH and
metal ions, has not yet been investigated. For further
research, this technique can be simplified to a more
portable device at a lower cost using modern equip-
ment.
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Figure 2: The absolute deviation at different wavelengths of copper(II) ion solutions with concentrations ranging
from 5 to 50 ppm (the vertical numbers are Abs, and the numbers around the circle are the concentrations of
Cu2+).

Table 5: The results of the error analysis and absolute bias of adjusted No. 2’ at low concentrations

True C (ppm) Pred. C (ppm) Error (10-3) Bias (%)

0.2 0.267 0.252 33.7

0.135 0.232 32.3

0.263 0.220 31.4

0.5 0.482 0.019 3.7

0.470 0.049 5.9

0.470 0.050 6.0

1.0 0.903 0.527 9.7

0.948 0.152 5.2

0.903 0.523 9.7

2.0 2.190 2.005 9.5

1.973 0.041 1.4

2.134 0.991 6.7
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Figure 3: The absolute deviation at different wavelengths of copper(II) ion solutions with concentrations ranging
from 0.5 to 2 ppm (the vertical numbers are Abs, and the numbers around the outer ring are the concentrations
of Cu2+).

Figure 4: Correlation between the true and predicted concentrations of the simple-variable LRM at 221 nm and
model No. 2’
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Table 6: The results of the analysis of the parameters at low concentrations

True C (ppm) 0.2 0.5 1.0 2.0

D219 LRE C = 20.589 x Abs (R2 = 0.99972)

Pred. C (ppm) 0.045 0.505 1.000 2.032

Error (10−3) 1.339 0.007 0.007 0.387

Bias % 77.5 2.1 1.1 4.2

D221 LRE C = 24.923 x Abs (R2 = 0.99987)

Pred. C (ppm) 0.132 0.492 1.017 1.953

Error (10−3) 0.259 0.006 0.017 0.227

Bias % 34.1 1.9 1.7 2.3

D223 LRE C = 31.496 x Abs (R2 = 0.99983)

Pred. C (ppm) 0.147 0.459 0.972 2.020

Error (10−3) 0.187 0.094 0.063 0.376

Bias % 26.3 8.1 2.8 4.1

D225 LRE C =40.830 x Abs (R2 = 0.99972)

Pred. C (ppm) 0.062 0.470 0.924 1.973

Error (10−3) 1.058 0.069 0.810 1.649

Bias % 69.0 6.1 11.4 7.6

D229 LRE C = 72.973 x Abs (R2 = 0.99966)

Pred. C (ppm) 0.032 0.428 1.026 2.031

Error (10-3) 1.567 0.289 0.039 0.399

Bias % 84.0 14.3 2.6 4.0

R2adj. The adjusted coefficient of determination
UV−Vis Ultraviolet visible spectrophotometers
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