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ABSTRACT

This study employs a Vicon, high-speed and accurate marker-based motion capture system to de-
velop a wireless low-latency gesture control method that requires no additional hardware compo-
nents or onboard power sources. A novel control method is designed to track a rigid-body object's
motion in the workspace and translate it into robot control signals. The system comprises five main
components: a host PC with Vicon software named Tracker, a set of eight Vicon Vantage V8 infrared
cameras, a client PC that receives Tracker's broadcasted data over Ethernet, a robot model named
youBot provided by KUKA, and a rigid-body object that acts as the gesture controller. By using an
Application Programming Interface (API) called DataStream, the rigid-body object's pose (position
and orientation) can be estimated and used to remotely control the KUKA youBot robot with higher
accuracy and an overall reduced latency of 0.3 seconds. In comparison to existing methods based
on accelerometer-based and gyroscope-based controllers, the proposed gesture controller uses a
set of retro-reflective markers for tracking purposes and requires no additional hardware systems.
This proposed control method proves especially beneficial for the robotics prototyping develop-
ment phase, where different control mechanisms can be easily replicated and tested within the
motion capture system's operating range. Additionally, the robot's odometry can also be tracked
during testing, making a motion capture system a valuable tool for evaluating motion control meth-
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INTRODUCTION

In robotics development, particularly during the pro-
totyping phase, troubleshooting tasks often require
manual control to verify the actuator’s responses. De-
velopers can use various devices to input control sig-
nals, such as a keyboard, control panel, or joystick.
Wireless devices are more favorable and commonly
connect via Bluetooth. Although these devices are
easy to use, they are primarily built with push but-
tons and potentiometers, thus limiting the input op-
tions. One of the new input methods is using gesture-
related signals, for example, hand gestures detected by
either using sensors (such as accelerometers 12, flex

4 or a combination of all these

sensors?, force sensors
sensors ) or image processing. Due to the develop-
ment of small handheld devices (smartphones), sen-
sors are getting smaller and taking up less space on
miniature circuit boards. Consequently, the sensors
can easily be fitted on a glove® or a wristband*, to-
gether with wireless units and batteries. The sensor
output signals will then be programmed to control the
robot’s actuators; for instance, tilting the wrist (alters
the gyroscope’s output) controls steering, and bend-
ing the finger (alters the flex sensor’s output) accel-

erates the robot. Additionally, gestures can be rec-
ognized using image processing techniques combined
with machine learning methods to improve accuracy
and reliability .

However, wireless sensor systems require an onboard
power source and connectivity programming, while
image processing techniques have relatively lower ac-
curacy and require a proper dataset for feature match-
ing and recognition”. This paper proposes a novel ap-
proach to robot gesture control that offers the follow-
ing contributions in designing a gesture input method
for robotics applications:

« Effortlessly mapping gestures to input for wire-
less robot control without building a dedicated
unit that consists of an onboard power source,
electronic components, sensors, and connec-
tivity modules such as Bluetooth or Wi-Fi re-
ceivers.

o Supporting rapid experimentation of mechani-
cal designs for gesture controllers.

« Providing an additional feedback signal for ver-
ifying the system’s output by frequently tracking
the target robot’s motions.

Cite this article : Nguyen KH V, Minh T B, Do X P. Robot Gesture Control using Online Feedback Data
with Multi-Tracking Capture System. Sci. Tech. Dev. J. 2023; 26(3):2917-2929.
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By using a marker-based motion capture system, an
object’s pose (position and orientation in the three-
dimensional (3D) coordinate system) can be tracked
and processed to generate control signals to manipu-
late the robot’s movement. Moreover, the tracked ob-
ject has no fixed form or control mechanism; thus, de-
velopers can freely experiment with new developing
control methods. The motion capture system used in
this study is provided by Vicon, one of the most pop-
ular suppliers in the motion tracking solution mar-
ket. By extracting motion capture data as the control
signal, this study’s gesture controller successfully con-
trolled a KUKA youBot robot to move omnidirection-
ally with only one drawback: workspace restriction.
The controller must remain within the capture range
of the motion capture system to be effective. There-
fore, while being simpler and easier to implement, the
proposed controller is more useful during prototyp-
ing and testing phases rather than becoming an actual

commercial product.

Related works

In addition to the marker-based motion capture sys-
tem used in this study, 3D camera systems are often
employed in human-robot interaction experiments.
The most popular ones are the Kinect camera and
Leap Motion controller®. By using the Leap Motion
controller to track hand poses, one study developed a
framework to remotely control a KUKA youBot robot
arm and used a Head Mounted Display to monitor
the system output by viewing the live recording of a
Kinect camera mounted on the robot’s end-effector®.
However, the capture range of the Leap Motion con-
troller is limited to 60 cm in front of the camera units,
with a field of view of 140 degrees. Therefore, the
Leap Motion controller is mostly suitable for track-
ing hand gestures. Conversely, the Kinect camera has
a capture range of up to 4.5 m from the camera and
is often used for tracking the whole body. By utilizing
the Kinect camera and an intelligent decision-making
method, another study proposed a framework where
the system recognizes body gestures to command the
robot to execute assigned tasks such as start, stop, and
move up or down!?. However, these body gestures
are recognized from a predefined dataset instead of
accurately tracking limbs in 3D. This study proposes
a system where the gesture control unit can be freely
moved in a larger workspace while its positions and
orientations are accurately tracked in 3D, thus pro-
viding more options in gesture input method devel-

opment.
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MULTITRACKING ROBOT CONTROL
SYSTEM

The proposed controller utilizes motion capture data
to drive a KUKA youBot robot model. As illustrated
in Figure 1, the system consists of eight calibrated Vi-
con Vantage V8 infrared cameras with a resolution of
8 megapixels (MP) and a frame rate set at 100 Hz .
Although the frame rate can be set to a higher value
(up to 2 kHz), it is not recommended due to the sig-
nificant decrease in the field of view. The resolution of
8 MP is sufficient to capture the images of the mark-
ers while excluding other objects visible in the capture
range.

As also depicted in Figure 1, a rigid-body object
equipped with retro-reflective markers serves as the
gesture controller. By rotating this object about its
axes, the gesture controller is able to drive the robot
to move in various directions at velocities that are de-
scribed in Figure 1. Furthermore, the technical details
of the robot are discussed in greater depth in section
II-B.

The devices are positioned in an experimental envi-
ronment with dimensions of 4 m x4 mx 2 m, as shown
in Figure 2. This dimension is called the capture vol-
ume. The software Tracker processes the marker im-
ages captured by the Vantage cameras and broadcasts
the data over Ethernet!'?. Additionally, Vicon pro-
vides a free API called DataStream, which enables
client PCs in the same network to obtain capture data
via Ethernet and develop third-party applications '*.
In this study, the proposed system captures the mo-
tion of the gesture input unit and translates it into con-
trol signals to drive the robot’s movement. Further-
more, the robot’s movement is also captured for verifi-
cation. The robot is programmed to move at different
linear and angular velocities, as described in Table 1,
where a, b, and c are velocity factors. The details of the
motion capture system, KUKA youBot, and data pro-
cessing are discussed in more depth in the following
subsections.

A.Vicon motion capture system

The motion capture system used in this study is
marker-based and requires markers coated with retro-
reflective material for tracking purposes. The target
markers for the experiments have a diameter of 14
mm, making them suitable for small-scale robotics
development and clinical analysis. Larger markers
with a diameter of 25 mm are more beneficial for out-
door analyses, while smaller markers with a diameter
of 9.5 mm are used to capture finer details such as fa-
cial expressions.
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Figure 1: Experimental setup with the multitracking system and robot.
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Figure 2: Camera positions and tracked objects in the capture volume.

Table 1: Robot velocities based on gesture input rotation angles

Rotation axes Angles Robot’s velocities
X 6 vy =0 xa(m/s)
y Y Ve =¥ xXb(m/s)
7 i) o=¢xc(m/s)
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To capture images that only include the markers, the
Vantage cameras emit infrared light beams into the
workspace using a strobe ring equipped on each unit.
The cameras are adjusted to receive only the reflected
light from the markers visible in the capture volume,
as shown in Figure 3. When the markers are attached
to objects, the centroid of each marker is estimated as
a position M; in 3D (wherei=1, 2, 3, .., nand n is the
maximum number of markers visible in the capture
volume).

E I /
#
I
— Plastic bases for
Markers coated with attaching to surfaces

retro-reflective material

Figure 3: The marker reflects the light beam to the
cameras.

Qf?

Figure 4: Projections of marker i in the camera im-
age planes.

Figure 4 represents point M; as the position of marker
iin 3D, and m! and m? are the corresponding 2D po-
sitions of marker i in the images captured by camera 1
and camera 2. O and O are the camera centers. The
position of marker i in the 2D images can be com-
puted as follows:

m! = p/M; (1)
where i is the target marker captured by camera j and
P/ is the parameter matrix of camera j that will be gen-
erated during calibration.

; S T
ml =w [“z] v/ 1} ()
J J J J JT
o |Pu P2 Piz Pua P
— J J J J — J
p= Py Pn P Pu| = |P2 (3)
J J J J JT
P31 Py P33 Py D3
T
M=\|X; Y Z 1] (4)
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IR
tion of marker i in the image captured by camera j and

where w is the scaling factor, u!, v/ is the 2D posi-

Xi, Y;, Z; is the marker’s position from the 3D global
coordinate origin. Thus,

wu{ = p{TM; (5)
wvlj = péTM,- (6)
w=p}'M; @)

By replacing the scaling factor w from equation w =
péTM,- in equations wu{ = p{TMi and wv{ = péTM,',
the following equations can be obtained:

u{péTMi — p{TM,- =0 (8)
o -
vipl M- pi M =0 )

Thus, by capturing the images of point M; using a
stereo camera setup (as shown in Figure 3), two sets
of m! and P/ can be acquired to form the following

equation:
i —pl!
11T _ AT
NP3 TP M =AM =0 (10)
o
= pi"

Given:

A= (11)
1.1 1 1.1 1 1,1 1
Upp31 — P11 UiP3p— P U4 P33~ P13
1.1 _ 1 1.1 1 1.1 _ 1
ViP31 — P21 ViP3— Py ViP33 P23

2.2 2
ey
ViP31 — P21

2.2 2
e e
ViP3 — P2

2.2 2
G
ViP33— P23

1,1 1
PP
ViP34— P4
2.2 2
UiP34—Pla
2 2 2
ViP34a— P2

Consequently, using more than two cameras will add
more sets of ml’ and P/ to matrix A. Since M_i is the
position of marker i in 3D, letting M; = 0 would be un-
desirable. Therefore, M; should be calculated in a way
that minimizes || AM;|| subject to ||M;||=1%. Assume
that:

A=UDVT (12)

where A is the matrix that contains the known values
of marker positions in 2D mlj and camera matrices P/,
U is a complex unitary matrix, D is a rectangular diag-
onal matrix with nonnegative values on the diagonal
and V is a complex unitary matrix. Using the singu-
lar value decomposition (SVD) method, the problem
is deduced as follows:

T
M,:v[o 0 0 1] (13)
Therefore, the position of marker i in 3D can be esti-
mated as the last column of matrix V, which is also the



Science & Technology Development Journal 2023, 26(3):2917-2929

unit eigenvector of the matrix AT A, where the small-
est eigenvalue is determined using the SVD method.
However, in practice, the two lines O1M; and O, M;
may not intersect or intersect at another point in 3D
that is not the marker’s centroid !>. Furthermore, us-
ing multiple cameras for improving 3D reconstruc-
tion may lead to noisy results, as multiple light beams
are reflected and there are multiple intersections in
3D. One of the popular methods that is used after im-
plementing reconstruction algorithms is bundle ad-
justment, which estimates the point in 3D while mini-
mizing the reprojection error caused by multiple cam-
era views:

mini;d (Pf‘M,-,m{ )

min (14)

Figure 5 summarizes the overall process of estimat-
ing the marker position in 3D using the linear method
discussed above, where matrix A is created using the
camera projections and parameters, and the estimated
position of the marker M; in 3D is the unit eigenvector
of AT A; then, the last step is the minimization of the
error between the measured and estimated positions
using the bundle adjustment method'®. After syn-
chronizing the Vantage cameras and estimating the
positions of all markers in the capture volume at one
instance in time or frame, the motion capture system
repeats the process for the next frame. The frame rate
of the system is set at the default value of 100 Hz.

Camera
views

A "
e

Precondition and
projection matrices

!

Creating
matrix A

Solving for the unit eigenvector of
matrix AT A using SVD as the
translation vector of M; from the
global origin

Bundle Adjustment
(for minimizing error between actual
and estimated position)

Figure 5: Linear method for 3D point estimation.

Although the frame rate of the cameras can be set to
a higher value (up to 2 kHz), it is not recommended
because it significantly decreases the capture volume.
Prior to performing any measurements, the cameras

must be calibrated to obtain the camera matrix P/
required for 3D reconstruction algorithms. A study
conducted using eight Vicon T40S cameras found that
the static system error was 0.02 mm and the dynamic
system error was 0.2 mm !7. Another study reported
an accuracy of 63£5 um in ideal conditions with four

18 However, both Vicon

Vicon Mcam-60 cameras
T40S and Vicon Mcam-60 cameras are now obsolete.
The cameras used in this study (Vantage V8) are still
supported by Vicon and have been updated to the lat-
est firmware version. Further details of the calibration
procedure can be found on the official web page!!.
Once capturing begins, the tracked pose data can be
processed locally or broadcast over Ethernet for client
PCs to develop custom applications using the Vicon
DataStream API. Although the API supports various
programming languages, such as C, C++, dotNET,
and Python '3, this study mainly implements robotics
libraries written in Python due to the included li-
braries being written in this language. This suits the
simplicity of the proposed model, where new con-
trol mechanisms can be quickly developed and exper-
imented.

The pose data obtained using the DataStream API
consist of translation vectors and rotation matri-
ces of objects from the defined global origin of the
workspace in each frame. To use these data for robot
control, an additional step of spatial transformation is
needed. These transformations will be discussed fur-
ther in subsequent sections.

B. KUKA youBot robot system

As mentioned earlier, the target robot of this study is
the KUKA youBot, a mobile robotic arm developed
by KUKA for research and education. The robot fea-
tures a 5-degree-of-freedom (5-DoF) arm and a two-
finger linear gripper. Its base is equipped with four
Mecanum wheels that enable omnidirectional move-
ment, as shown in Figure 6. The robot also has an
onboard PC board with an operating system, wireless
module, and drivers installed, allowing it to execute
stored programs or be remotely controlled by a com-
puter 1. Despite being announced as end-of-life, the
youBot remains a solid platform for integrating third-
party hardware and testing new motion control algo-
rithms.

The robot’s software can be developed using open-
source robotics middleware such as Robot Operating
System (ROS), Open Robot Control Software (Oro-
cos), or the Robotics Module of LabVIEW. This paper
focuses on developing the robot using ROS due to its
widely available, community-supported packages for
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the youBot that have proven to be more reliable com-
pared to other development platforms. ROS runs on
the Linux operating system (OS), so a client PC with
Ubuntu 16.04 installed is required to receive motion
capture data broadcast over Ethernet and communi-
cate wirelessly with the robot. The installed ROS ver-
sion used in this study is Kinetic Kame, which is rec-
ommended for Ubuntu 16.04 2.

Linux is installed on a virtual machine rather than re-
placing the current OS or using dual-boot mode for
convenience in backing up and restoring in case of
system errors. For instance, restoring from a backup
using a virtual machine is easier when an incompati-
ble library has rendered scripts unusable.

The client PC used in this study is an Acer Travel-
Mate P259-M with an Intel Core i5-6200U processor,
8 GB RAM, and a 500 GB solid-state disk drive. The
main operating system is Microsoft Windows 10 Pro
and Linux runs on a local virtual machine powered by
VMWare Workstation 16 Player.

ROS communicates with the youBot by exchanging
messages containing sensor data, motor control com-
mands, state information, actuator commands, etc.2!.
As such, the motion capture data package from the
Vicon system cannot be sent directly to the client PC
and requires additional processing. In addition to
installing ROS, a package called vicon_bridge must
be included in the build system to translate messages
received from Vicon Tracker into typical ROS mes-
sage formats before sending commands to the KUKA
youBot robot 22,

C. KUKA youBot mobile manipulator for-
ward kinematics

Robotics arms are formed by a series of joints con-
nected by links that show a kinematic chain. In a
manipulator with an open kinematic chain, the total
DoF is described by the total number of the robot’s
joints 23,

A joint variable g, is expressed as follows:

an=naa ) (15)

where each joint value q_j with j = 1, 2, 3, 4, 5 rep-
resents an articulation and n =5 is the total DoF of
the robotics KUKA youBot arm. The robot kinemat-
ics model can be collected based on its kinematics
chain, as shown in Figure 6. Each link j is described by
a homogeneous matrix /~!7}, which transforms the
frame j-1 into the frame of link j. The kinematic model
of the youBot can be expressed using the Denavit-
Hartenberg (DH) convention 24, 'The KUKA youBot
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DH table is shown in Table 2%°. The homogeneous
matrix /=17 can be expressed as:

]*ITJ- =
c(®) —s(®)c(B) s()s(B) aec(v
s(0)  c(9)c(B)  —c(9)s(B;) s ()
0 s(B)) c(Bj) dj
0 0 0 1

where ¢ and s represent the cos and sin operations,
respectively. 1} is the joint angle, d; is the link offset,
a is the link length and B3 ; is the link twist.

The forward kinematics of the robot arm compute the
end-effector pose °T5 given the joint variable q,,. This
can be computed as:

OTS (gm) L
Ti(q1) T (92)* T3 (43)* T (q4)* T5 (g5)
=1T}_/'7; (45)

The matrix °75 is described as:

17)

rn r2 rn3 o I
R 1t

rp I 13 _ (18)

31 R 13 I 0 1

0 0 0 1

o

()T5 —

~

where the orientation and Cartesian position of the
end-effector are represented by the matrix R and vec-
tor t, respectively.

In Figure 6, the world frame is denoted by the w frame
with the (X, Yy, zy) coordinate. The transformation
"T} represents a homogeneous matrix that expresses
the orientation and position of the mobile youBot
platform. The transformation ?Ty represents a homo-
geneous matrix that coincides with the mobile robot
base and the robot arm. The homogeneous matrix
075 from frame 0 to frame 5 (end-effector frame) con-
tains the position and orientation of the robots end-
effector.

The forward kinematics of the mobile manipulator are
attainable as:

“Te(q) ="Ts (q) = "Ty (q5)” To"T5 (gm)

where the matrix "Te(g) expresses the end effector

(19)

pose with respect to the world coordinate frame w.
The KUKA youBot is built on the omnidirectional
mobile platform with Mecanum wheels, so the ma-
trix "7}, represents the orientation ¥ rotating about
the z-axis and positions x;, and y;, with respect to the
world frame w of the robot. The matrix T}, can be
expressed as:

cos (W) —sin(%) 0 xp
sin(¥,) cos(¥) O
WT, = 20
b 0 0 10 (20)
0 0 0 1
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Figure 6: KUKA youBot mobile robotic arm

Table 2: DH Parameters Table for KUKA YouBot manipulator

Joints (mm) B (rad) d (mm) ¥ (rad)
1 33.0 147.0 qi
2 155.0 0.0 0.0 Q@
3 135.0 0.0 0.0 Q3
4 0.0 0.0 w
5 0.0 0.0 217.5 qs

The matrix ? Ty is constant, which includes the ad-
justed distance from the mobile base at frame b to the
manipulator starting frame 0. The distances in the di-
rection of the x-axis, y-axis and z-axis are ty, ty and t,
respectively. The matrix *Tjy can be defined as:

1 0 0 ¢t
1
by — 0 0 1 (1)
0 0 I ¢
0 0 0 1

The joint variable of the mobile manipulator is de-
scribed as follows:

T
q=[q} 4l (22)
where the joint variable of the omnidirectional robot
base configuration g;, = [x}, y, ¥%]7 and the manipu-

lator joint variable ¢, = [q1 42 43 g4 g5)" -

D. Controller definition

As mentioned in the previous sections, this paper in-
troduces a simple method for controlling a robot us-
ing a gesture controller, eliminating the need for com-
plex controllers or multiple command lines. The con-
troller is a wooden piece measuring 40 cm x 9 cm X
1 cm with five markers attached, as shown in Figure
7. In the Tracker interface, the markers are tracked
and grouped as an object with its own local coordi-
nate system. Any nonreflective and rigid object can be
used, provided the markers are properly attached. The
object’s local coordinate system can be defined by the
user or automatically set by Tracker. To improve ori-
entation tracking accuracy, it is recommended to use
four or five asymmetrically attached markers. Using
the Vicon DataStream API, the transformation ma-
trix of the tracked controller and its corresponding

2923
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The markers
are positioned
asymmetrically
to improve
orientation
tracking
accuracy

Figure 7: The gesture controller and the respective representation in the tracker interface.

Euler angles are obtained and used as control param-
eters. To teleoperate the robot, the user rotates the
controller about its axes, and the angle values deter-
mine the velocities as described in Table 2. This con-
trol mechanism is based purely on gestures, allow-
ing for easy experimentation with different control
schemes. For example, a plastic dish could be used
as a steering wheel to drive a mobile robot. Addition-
ally, chains of motion can be recorded as time series
data to train a deep learning model, such as the Tem-
porally Weighted Spatiotemporal Explainable Neural
Network for Multivariate Time Series model 2%, to rec-
ognize gestures and program the robot to react ac-
cordingly.

E. Controller kinematics

The Vicon DataStream API represents the pose of an
object in each frame as a translation vector and ro-
tation matrix. When an object i is detected in the
workspace, its position and orientation in the global
coordinate system are represented as follows:

ti= {tx ty t] (23)
I 2 13
Ri=|r rn 13 (24)

r3p 32 133

where t; is the translation vector of object i from the
global coordinate and R; is the object’s rotation ma-
trix from the global coordinate. The transformation
of an object i from the local coordinate to the global

2924

coordinate is:

rny ri2 ra I
T
@) _ | 2 3 gy (25)
r31 3 13l
0 0 0 1

07’;,: R;
0 1

However, it is more convenient to have the control
signal only composed of the translation vector, and
the rotation is described as the zyx sequenced three-
angle representation, or Euler angles. According to
Vicon 13, the rotation matrix is the product of the ele-

mentary rotation matrices about the x, y and z-axes:

1 0 0
Ri=R:(6)Ry(Y)R:(9)= |0 ¢(6) —s(6)
0 s(6) c(6)

cy) 0 sw] [el) ( 01

X 0 1 0 () «<( 0
—=s(y) 0 c(y) 1

where ¢ and s represent cos and sin operations, re-
spectively, while y, 0, and ¢ are the Euler angles. The
rotation angle ¢ can be calculated from the obtained
transformation matrix A0 T; as:

datan2 (ryy,r11) 27)

The rotation angles about the y- and x-axes can be de-
termined as follows:

0 =atan2 (—r3y,cos (@) x ri; +sin(@) x rp;)  (28)

0 = atan2(sin (¢) x r3; —cos (@) x 3,

cos (@) X ryp —sin (@) x ra1) (29)
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Figure 8: Gesture control system topology
F. System topology RESULTS

The proposed controller utilizes motion capture data,
as illustrated in Figure 8. Upon initiation of the sys-
tem and visibility of the objects (the controller and
the robot) within the capture volume, Vicon Tracker
processes the marker images captured by the Vantage
cameras. Subsequently, it broadcasts the data over
Ethernet, including object names, translation vectors,
and rotation matrices in the global coordinate sys-
tem. As previously mentioned in section II-B, con-
trolling youBot requires ROS middleware. A client
PC with ROS installed receives the data package us-
ing the DataStream APL. It then converts the rotation
matrix into a three-angle representation called Euler
angles and assigns these angles to control the linear
and angular velocities of the robot. Since ROS com-
municates with youBot by exchanging messages, con-
trol messages consisting of gestures and correspond-
ing actuator controls are transmitted from the client
PC to youBot via Ethernet, causing youBot to move
accordingly. It is important to note that as data trans-
mission relies purely on Ethernet, all devices, includ-
ing the host PC, client PC, and youBot, must be con-
nected to the same network. Additionally, for proper
communication, the IP address of each device must
be specified in the source code.

To evaluate the performance of the proposed con-
troller, the robot’s base was equipped with five addi-
tional markers and tracked by the Vicon system along
with the gesture controller described in section II-D,
as shown in Figure 2. The robot was programmed
to move according to the velocities listed in Table 3,
which were calculated from the controller’s angles as
follows:

The recorded datasets were processed and plotted us-
ing MATLAB (version R2017a) on the client PC, as
specified in section II-B. Unlike other methods that
require filtering to reduce the noise in the measure-
ments?’, the method of this study does not apply any
filtering to the data to keep the experimental results as
transparent as possible and avoid adding additional
errors to the validation. This is because the Vicon
system uses infrared cameras to track the markers at-
tached to the objects and calculates their positions and
orientations with submillimeter accuracy and preci-
sion. Therefore, proper camera calibration and posi-
tioning prove to be more important 7. The linear ve-
locities along the x and y-axes were derived from the
position values of the global origin using Euler angles,
as shown below:

(30)
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Table 3: youBot'’s velocities calculated from controller’s angles

Ve (m/s) vy (m/s)

 (rad/s)

0.6y 0.6x6

04x¢

i = 2]

0.01 G

where v, and v, represent the linear velocities along
the x and y-axes, respectively. They were obtained by
dividing the difference in positions by an interval of
0.01 s due to the Vicon system’s 100 Hz sampling rate.
Similarly, the angular velocity (e.g., rotation about the
z-axis) was derived from the orientation values using
the following equation:

_ ¢youBot [n] — ¢youBot [n— 1]
B 0.01

o ([n] (32)
where @ represents the angular velocity and ¢ youp0r
represents the orientation angle of the youBot robot.
The performance of the proposed controller was eval-
uated by analyzing the experimental results. The re-
sults include the plots of the velocities, positions, and
orientations of the robot and the controller, which are
derived from the Vicon system data. The response
time and reliability of the system are also discussed.
The response time was defined as the time elapsed be-
tween the user’s gesture input and the robot’s motion
output.

A. Performance

Figure 9 provides a detailed illustration of the com-
parison between the motion of the controller and the
movement of the robot. The black line in the fig-
ure represents the angle values of the controller in 3D
space, while the red line represents the calculated lin-
ear and angular velocities of the KUKA youBot robot.
To simplify the visualization of the test results, the
robot was controlled to move along only one direc-
tion at a time, avoiding any diagonal movements.
Overall, the controller is capable of effectively con-
trolling the robot to move as it was programmed to do.
The velocities of the robot are equal to the multiplica-
tions of the velocity factors and their corresponding
Euler angles. However, as seen in Figure 9, there are
some factors that affected the velocity response of the
robot, such as its limited acceleration and deceleration
capability and its base orientation.

One of these factors is the limited acceleration and
deceleration capability of the robot, which prevents
it from changing its speed instantly when the con-
troller’s angle changes abruptly. This caused a delay
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in the velocity response, which can be observed when
changing direction. For example, around the 23 sec-
ond in Figure 9, when the controller’s angle y changes
from negative to positive, indicating a change in di-
rection along the x-axis, there was a noticeable delay
in the robot’s velocity v, before it stabilizes at the de-
sired value. This long settling time is due to the use of
the default kinematic configuration of the Mecanum
wheels, as provided in the youBot API?®, 'This phe-
nomenon is not exclusive to changes along the x-axis
but is also observed when altering directions at vari-
ous angles. To enhance the response time and mini-
mize steady-state errors during high-speed movement
control via the gesture controller, future experiments
will incorporate advanced control methods. One such
method under consideration is the self-tuning fuzzy
PID-nonsingular fast terminal sliding mode control
method%.

Another factor that affected the velocity response of
the robot is its base orientation, which also influences
its linear velocities along the x and y-axes. When the
robot rotates about the z-axis, its base frame changes
relative to the global frame, and thus, its velocities in
the global frame also change. This can be seen around
the 50th second in Figure 9, where the robot’s angu-
lar velocity @ is not zero but its linear velocities vy
and vy are not proportional to the controller’s angles
vy and 0. This discrepancy can be attributed to ro-
tation about the z-axis, as shown in Figure 9’s third
graph. The displacement of the robot’s base conse-
quently changes its velocities along both its x and y-
axes.

These two factors explain why the robot’s velocity
curve in Figure 9 is not smooth. However, they do
not affect the user experience, as they still show a rela-
tively satisfactory performance. Therefore, these rea-
sons are not errors or flaws of the system but rather
natural consequences of controlling a rigid body in
3D space with a gesture controller.

It is also important to note that as mentioned in sec-
tion II-A, the accuracy of the motion capture system
can be in arange of 100 um. As such, minor shaking
while holding the gesture controller may cause unin-
tentional movement of the robot. Additionally, leav-
ing the controller unnoticed while the system is still
online may result in unpredictable damage. To avoid
any unwanted accidents or incidents, after data have
been recorded, the system is switched to offline mode,
and all motors on the robot are disabled.
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Figure 9: Comparison between controller’s angles and robot’s velocities.

B. Overall latency

Upon close inspection of the measurements taken
over a 4-second duration, it is evident that the sys-
tem’s overall latency is approximately 0.3 seconds, as
depicted in Figure 10. While this level of latency may
not be suitable for hard real-time applications where
delays can have fatal consequences, it is worth not-
ing that the proposed system still provides an accept-
able user experience. This can be attributed to the
fact that human perception typically has a reaction
time ranging between 0.2 and 0.3 seconds®’. It is
also important to note that the robot operating sys-
tem (ROS) is not currently capable of delivering hard
real-time performance. Meanwhile, ROS 2 is under
development with the aim of improving real-time per-
formance, although it still depends on various factors,
such as computer architecture, operating system, and

specific use case°.

CONCLUSION

This study introduced a novel experimental setup for
controlling the KUKA youBot robot system using a
simple rigid-body object as a gesture input method.
The object’s movements were accurately tracked by
the Vicon marker-based motion capture system, and

the tracked pose data were processed into command
messages and transmitted over Ethernet to drive the
robot omnidirectionally. Evaluation showed that the
proposed controller effectively controlled the target
robot with an overall latency of 0.3 seconds. The
proposed system has the potential to serve as a plat-
form for experimenting with different motion-based
control methods without requiring detailed hardware
preparation. This means that developers can quickly
prototype and research different control methods or
gesture recognition algorithms. The system’s simplic-
ity and flexibility make it an attractive option for re-
searchers and developers looking to explore new ap-
proaches to robot control. While the gesture con-
troller is currently limited to a defined capture vol-
ume, data transmission over Ethernet can increase the
working range of the system as long as the robot’s
odometry is properly monitored. This opens up new
possibilities for controlling robots in larger environ-
ments and over greater distances. In future studies, we
plan to investigate the proposed system’s performance
when driving the robot beyond the current capture
volume. This will provide valuable insights into the
system’s capabilities and limitations and help guide
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Figure 10: Typical system latency.

further development and refinement of the gesture-
based control method.
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