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ABSTRACT : In this paper a knowledge model about relations will be proposed. This model can
be used to organize a knowledge base consisting of concepts, relations, and related rules. Some
problems on the model are considered. An algorithm for solving the above problems will be
improving and be using in a program for solving problems in analytic geometry.

I. RELATIONAL KNOWLEDGE MODEL.

In many fields an important part of knowledge consists of concepts, their relations and
rules for reasoning on the concepts. In this part we suggest a model that can be used to
represent knowledge about binary relations on some concepts. Each concept is a kind of
objects. Between objects there are binary relations. An object can be determired by certain
facts representing relationships with another objects, and their determination. For example, in
analytic geometry a plane P is determined if there exist a determined nonzero vector n and a
determined point M so that M belongs in P and n is perpendicular to P.

A relational knowledge model consists of the following parts:

1. A finite set of concepts C = {Xy, Xa, . .. }. Each concept X; is a kind of objects. The
notation X; is also denoted as the domain of the concept X; such as the concept “plane” in
analytic geometry.

2. A finite set of relations R = { Ry, Ry, . . . }, where each R, is a kind of relation
between two concepts X; and X or is a kind of relation on one concept. For example, the
perpendicular relation between a vector and a plane, the parallel relation between a vector
and a plane. Relations may have certain properties.

3. A finite set of object-determining rules D = { D}, D5, . . . }, where each D; is a rule can
be used to determine an object. Each rule has the form as follows: from facts that u; is
determined and u; R; u (1 €1 £k), and some certain conditions on objects u; we can determine
the object u. These are an object-determining rules in analytic geometry:

v: vectors, M:point, d:line;

n//fd, Med = v .Lw.

4. A finite set of inference rules 1= {1, I5,... }, where each I; is a rule that can be used
in process of reasoning to solve problems on the knowledge model. There are two kinds of
inference rules: (1) rules for deducing a new relation between some objects and (2) rules for
deducing a new determined-object that has relationships with a certain object.
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Our relational knowledge model can be illustrated in figure 1:

Inference rules
Object-determining rules

Relations
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Figure 1.

An example of the relational knowledge model is 3-dimensonal analytic geometry. In this
field we have main concepts: point, vector, line, plane, etc. Between those concepts there are
binary relations: perpendicular relation, parallel relation, etc.. For each concept we have
some object-determining rules. In knowledge there are also inference rules that can be used

to solve problems.

IL. SOME PROBLEMS ON RELATIONAL KNOWLEDGE MODEL.
1. Model of general problem.

We consider a general problem consisting of the following sets:

O = {04, 0,,...,0,}. the set of objects in the problem.

F= {r,r,...,1,}, the set of facts representing some relationships between objects.
A ¢ O, the set consisting of objects that are determined.

G = the goal of the problem, an object or a relationship between objects.

The problem will be denoted as (O,F.A) = G.
2. Problems from the general problems.
We consider two problems:

(1) Finding out some general algorithmis¢dlse problem.
(2) Constructing a readable solution forgmdiurally the problem.
In the next parts, we propose some methods for solving these problems.

III. RESULTS.

In this part some algorithms theorems will be proposed. These theorems can be used to

solve the above problems.
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1. The algorithm to determine an object.

step 1. Recording the objects in the problem and the goal of the problem.

step 2. Initializing the solution be empty.

step 3. Recording the facts given (hypothesis):

- Determination of objects.

- Relations between objects.

step 4. Testing the goal. If the goal obtained then goto the reducing step (step 8).
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step 5. For each object that is not yet determined, search the object determining rules to
test the determination of the object. Objects will be considered by the order: goal object,
objects that have relationships with the goal object, and another objects.

If (there exists an object can be determined) then

recording the information about the rule found into the solution, and the new facts or new
objects produced by applying the rule. Then goto step 2.

step 6. Searching the inference rules of second type to deduce new determined object that
has a relationship with an object which is not determined yet. Objects are considered in a
suitable order: goal object first, and second objects that have relationships with the goal
object, and another objects.

If (success in finding out the rule) then

recording the information about the rule found into the solution, and the new facts or new
objects produced by applying the rule. Then goto step 2.
step 7. Searching the inference rules of first type to deduce new relationship.

If (success in finding out the rule) then

recording the information about the rule found into the solution, and the new facts or new
objects produced by applying the rule. Then goto step 2.

step 8. Reducing the solution found.

2. Some theorems.

The following theorems are some results that are related to the above algorithm.

Theorem 1:

(i)The number of new objects that were deduced in the algorithm for determining object
is finite.

(ii)The number of new relationships that were deduced in the algorithm for determining
object is finite,

The theorem shows that the algorithm is convergent after finite steps.

Theorem 2: '

(i)  The complexity of searching for object determining rules in step 5 is O(m*"°.n,").

Where,

k = max(number of relationship-facts in the left-hand side of a rule),

nD = number of objeci determining rules,

n; = number of objects that are determined.

(ii)The complexity of searching for inference rules of second type in step 6 is
O(m*“*%.n;").

Where,

n2 = number of objects that are not determined.
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(iii) The complexity of searching for inference rules of first type in step 7 is O(m*"?),

The complexity of the algorithm that was estimated by these theorems is O((m.n)*,
where t depends on the number of objects that are not yet determined. This number t is
usually small.

3. RELATIONSHIPS BETWEEN OBJECTS.

To determine a relationship between objects, we also have an algorithm. This algorithm
and the algorithm to determine an object are similar. Some related theorems are also proved.
4, Improving the algorithms.

The algorithms can be improved by using some methods in artificial intelligence:
- Using heuristics.
- Using patterns.

In program for solving problems in analytic geometry, we propose heuristics rules for
improving solution searching process .

IV. APPLICATION EXAMPLE.
Based on the relational knowledge model, we constructed a program for solving problems

in analytic geometry. The following are problems that are solved by our algorithms.
Example 1.

Given the points E and F, and the line (d). Suppose E, F, and (d) are determined. (P) is the
plane satisfying the relations: E € (P), F € (P), and (d) // (P). Find the general equation of (P).

Solution:

Based on these algorithms, we have a solution consisting of the following steps:

1. E € (P), F € (P) produce a vector u // (P).

2. (d) // (P) produce a vector v // (P).

3. (P) is determined.

4. we have the equation of (P) from the object (P).

Example 2.

Given planes (Q1) and (Q2), and the line (d). Suppose (Ql), (Q2), and (d) are
determined. (P) is the plane satisfying the relations: (d) // (P), and (P) passes the intersection
of (Q1) and (Q2). Find the general equation of (P).

Solution:

Based on these algorithms, we have a solution consisting of the following steps:

1. (d) // (P) produce a vector v // (P).

2. Produce a line (d’) such that: (d’) c (P), (d’) < (Ql), (d’) = (Q2).

3. (d’) is determined.

4. produce a point M determined in (P) and a vector v // (P).
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5. (P) is determined.
6. we have the equation of (P) from the object (P).

V. CONCLUSIONS.

Relational knowledge model proposed in this paper give us a tool for representing
knowledge that can be used to construct a knowledge base for reasoning. A program that is
designed and implemented successfully based on the above model. There are many problems
are needed to research to develop the relational knowledge model. But we hope that the
model will be researched and developed to become a useful tool for designing the knowledge
base in knowledgeable systems.

MOT THUAT TOAN TRONG MO HINH TRI THUC QUAN HE VA UNG DUNG
' Db Vin Nhon — Lé Hoai Bic

TOM TAT ‘Trong bai bdo nay ching t6i gidi thiéu mét mé hinh todn hoc cho tri thiic vé céc
quan hé. M$ hinh ndy c6 thé dugc si dung trong viéc t6 chitc mét cd s¢ tri thitc bao gdm céc
khdi ni¢m, cdc quan hé, va c4c luit lién quan. M6t vai v&n dé trén mé6 hinh duge xem xét ciing
v@i cdc thudt todn v céc dinh 1y d€ gidi quy&t van dé. Chiing t6i ciing néu 1én 4p dung cia mé
hinh trén trong thi€t k& hé gidi todn.
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