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ABSTRACT
Introduction: Automated detection ofmetastatic breast cancer fromwhole slide images of lymph
nodes utilizing a deep convolutional neural network was proposed in this study. Methods: The
dataset is taken from the PatchCamelyon subset, which contains 220,025 images divided into train-
ing, validation, and testing sets at a ratio of 60:20:20. The pretrained ResNet50 model was utilized,
and transfer learning was subsequently applied to adjust the weights of the model. To elevate
the model performance, the evaluation metrics were assessed by the accuracy score, confusion
matrix, receiver operating characteristic (ROC) curve, and area under the ROC curve (AUC) score.
Results: As a result, the proposed algorithm obtained high performance, with scores over 95% in
all the evaluation methods, especially the AUC score, which achieved 0.989. Moreover, the model
is validated in a testing set with the test-time augmentation (TTA) technique to enhance prediction
quality and reduce generalization error. Conclusion: Overall, the proposed model achieves high
accuracy when applying transfer learning. The results prove that the trained Resnet50 model can
extract useful information from small cells in histopathologic images for breast cancer detection.
Key words: Deep learning, transfer learning, breast cancer detection, image classification, lymph
node metastases, screening test, whole-slide images

INTRODUCTION
Breast cancer, which occurs when cells in the breast
start to grow uncontrollably, is the leading cause of
death in women and has become one of the ma-
jor global public health problems. Breast cancer is
straightforwardly influenced not only by the quality
of life of the patient but also mentally and emotion-
ally by the patient and by the diagnostic and ther-
apeutic procedures. Moreover, it also indirectly af-
fects the patient’s family, marital relationship, and
economic and social problems1. According to statis-
tics from the National Cancer Institute, breast can-
cer is the most common cancer in women after skin
cancer and is the second leading cause of death af-
ter lung cancer2. In 2019, approximately 268,600
diagnosed cases of breast cancer were reported and
accounted for approximately 15.2% of all new can-
cer cases. Meanwhile, an estimated 41,760 deaths
are caused by breast cancer (accounting for approx-
imately 6.9% of all cancer deaths)3. In Vietnam, there
are approximately 18 people with breast cancer ev-
ery 100,000 people. It is estimated that there are ap-
proximately 11,000 new cases a year and over 5,000
deaths4. Recently, the death rate from breast can-
cer has decreased, while the incidence of this disease
has not decreased. This is unlikely to be the result of

advances in the prevention or screening of mammo-
grams. In other words, advanced results in the inva-
sive diagnosis of breast cancer to accurately determine
the cancer stage and thereby improve the effectiveness
of treatment5. Therefore, when someone is diagnosed
with breast cancer, it is very important to determine
if cancer has metastasized because late-stage cancer is
responsible for over 90% of cancer deaths.
Breast cancer is a condition in which breast cells grow
abnormally; more specifically, some malignant tu-
mors have developed from cells in the breast. One
of the causes of breast cancer is that cancer cells can
grow and invade healthy breast tissue or other or-
gans through the lymph nodes, becoming advanced
stage or metastatic cancer. It is mentioned that lymph
nodes are small glands that filter fluid in the lym-
phatic system, and they are one of the first places
breast cancer spreads. If not detected early and treated
promptly, breast cancer will spread to some common
sites, such as lymph nodes, bones, liver, lungs, and
brain; when itmetastasizes to the bones and brain, the
patient has to fight with tormenting pain every day.
One of the methods of diagnosing breast cancer is
that the pathologist examines the histology with ami-
croscopic microscope after a biopsy or surgical sam-
ple to study the manifestations of the disease. How-
ever, these diagnostic procedures are tedious, repeti-
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tive, and time-consuming for pathologists because of
having to examine large areas of tissue and easilymiss-
ing small metastases 6.
Recently, the advances and development of artifi-
cial intelligence (AI) or machine learning (ML) mod-
els have generated methodologies to help patholo-
gists or doctors in medical diagnosis, screening in
the early stage, and treatment more accurately7. The
diverse applications of extracted modeling in can-
cer research have been performed and reported in
many studies for early modeling of cancer risks or for
rapid and accurate diagnosis of patient outcomes. In
breast cancer screening, predictive models based on
advanced image processing techniques and AI tech-
nology have been established for the early diagno-
sis of cancer outcomes. Together with the develop-
ment of convolutional neural networks (CNNs), mul-
tiple CNN architectures have been generated, such
as ResNet (in 2016) 8, GoogleLeNet (in 2014) 9, VG-
GNet (in 2014) 10, AlexNet (in 2012)11, and Nasnet
(in 2018) 12. The architectures share the same layers’
structure but differ from the number of layers, fea-
ture mapping, and hyperparameters. Among them,
Residual Neural Networks (ResNet), proposed by He
et al.8, has the layers reformulated for learning with
residual functions instead of nonreference functions.
Therefore, the ResNet models are easier to optimize
and gain significant accuracy from an enhancement
of network depth.
Numerous methods of breast cancer diagnosis have
recently been researched and developed with ad-
mirable results. An early work by Prentice and
Gloeckler was published in 197813 on a statistical
model known as the proportional hazard regression
model to identify whether patients survived based on
breast cancer data collected at that time. Later, in
2005, Delen and his group14 applied artificial neural
networks (ANNs), decision trees, and logistic regres-
sion to progress their predictive model of breast can-
cer patient survival using a published SEER dataset
containing 433,272 images of 72 variables from 1973
to 2000. Their results showed that decision trees are
the best predictor of all chosen models that achieved
a performance of 0.9362 in the accuracy of classifi-
cation. Then, in 2008, Khan et al.15 contributed an
enhancement in the prognostic model of the surviv-
ability of breast cancer patients by analyzing the com-
bination of accuracy and interpretability with regard
to fuzzy logic and decision tree models. Concur-
rently,Thongkam and his group16 utilized RELIEF at-
tributed selection to complement preprocessing and
the Modest Adaboost algorithm to forecast the sur-
vivability of breast cancer patients. Their results

showed that their proposed algorithmperforms better
than Real and Gentle AdaBoost. Recently, Dhahri et
al.17 and Naji et al.18 used the published breast can-
cer dataset from Kaggle19 to detect and classify be-
nign and malignant tumors. The dataset provides ten
features (including radius, texture, perimeter, area,
smoothness, compactness, concave points, symmet-
ric, and fractal dimension) that are extracted from a
digitized image of a fine needle aspirate of a breast
mass. These studies applied some traditional ML al-
gorithms, such as support vector machine, random
forest, and gradient boosting. to confirm the poten-
tial of ML applications in diagnosing breast cancer.
The performance of these classifiers achieved a high
accuracy of above 90%.
In addition to improvements in predicting breast can-
cer outcomes, detecting models have been developed
to aid physicians or pathologists in diagnosing breast
cancer more quickly and accurately. Feature engi-
neering has brought some significant improvements
to ML models in healthcare, especially in image anal-
ysis allowing computers to examine obvious features
in images or even detect lesions and abnormal areas in
the image. Therefore, the objective of this study was
to develop a predictive model utilizing deep learning
(DL) algorithms to detect the presence of lymph node
metastases in breast cancer histopathologic images to
more accurately determine the stages of breast cancer.
Obviously, it is easier to classify breast cancer from
a tabular dataset, as described in 17,18, than from a
color (histopathologic) image dataset. Therefore, the
DL model is applied for binary classification in the
proposed study. Moreover, some optimization tech-
niques are also used to reduce the time-consuming
training of the model and obtain high accuracy for
performance. The main challenge in this study is that
metastases are capable of being small in size as single
cells in a large area of tissue. Finally, the performance
of the proposed model was examined by evaluation
metrics, including the accuracy score, confusion ma-
trix, ROC curve, and AUC score.

MATERIAL ANDMETHODOLOGY
Data preparation

Dataset
Figure 1 shows some images of the positive and
negative metastasis samples of the PatchCamelyon
dataset20 collected from five different medical centers
in the Netherlands. The dataset contains 220,025 im-
ages, including 89,117 samples that were labeled pos-
itive for metastases and 130,908 samples that were la-
beled negative. It is noted that the sample was de-
termined positive if there was at least one pixel of
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Figure 1: Images of positive and negative metastases samples 20 .

metastatic tissue in the central region of 32 × 32
pixels in the image. Tumor tissue in the outer re-
gion of the image did not affect label identification.
Each image has a size of 96×96 pixels in the type of
color image (i.e., 3 channels) andTIF format extracted
from whole slide images (WSIs) from hematoxylin
and eosin-stained lymph node sections. The dataset is
split into three sets for training, validation, and test-
ing, with a portion of 60:20:20. Table 1 presents the
number of samples used for the training, validation,
and testing sets. It is noted that the distribution ratio
of the dataset is approximately 40:60 of positive and
negative (i.e., 89117:130908 images).

Table 1: Number of samples in the training,
validation, and testing sets .

Dataset Sample size

Training set 132,015

Validation set 44,005

Testing set 44,005

Data processing
Figure 2 presents the general pipeline of the ex-
perimental model from preprocessing to evaluation.
There are four main stages in the experimental pro-
cess, where each stage serves as the foundation for the
next stage. In the first stage, the preprocessing step
is discovering the dataset to comprehend the prop-
erties and process the data before training. The data
preparation step helps prepare a clean, stratified-split
dataset and applies augmentation methods to prevent

data leakage and overfitting by conducting statistical
tasks, noise filtering, rotation, cropping or zooming
of the image. The second stage is to build models to
yield a set of parameters for the selectedmodel for op-
timal training results. Subsequently, in the third stage,
the built model is trained with selected hyperparame-
ters to create a well-trainedmodel. Finally, the trained
model is evaluated by performancemetrics, including
loss score, accuracy graph, confusion matrix, receiver
operating characteristic (ROC) graph, and area under
the ROC curve (AUC) score.

ResNet50 and transfer learning
Since high-performance models are usually demand-
ing in computing, to save training resources, models
were chosen with a high evaluation score in the rela-
tive size range. In this proposed study, the Resnet50
pretrained model8 was deployed, and then transfer
learning was utilized to emplace the weights of the
model.
The advantage of ResNet50 is to have a deeper net-
work and address the depth issue by training the in-
teractions among slightly different layers. In contrast
to the drafting of layers as in VGG16, ResNet50 em-
ploys residual units as ”shortcut” identity connections
between the layers. This system then trains the layers
relative to their residuals instead of the original values.
This solves the problem of loss of accuracy inherent as
the networks become deeper. It is clear that ResNet50
provides the possibility for training deeper networks
with a depth of up to 152 layers and further enhancing
the quality of the model.
In this study, the transfer learning technique is ap-
plied by the pretrained model learned in ImageNet
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Figure 2: Experimental pipeline.

and the technique of fine-tuning the weights to fit
the new dataset. This technique works very effi-
ciently in practice because it allows the model to
employ previously learned features, fuse and match
them in new combinations, and apply to a new image
set. In addition, transfer learning also exhibits supe-
rior performance compared to the method of train-
ing the model from random initialization. Specif-
ically, the model that applies transfer learning will
converge much faster and more accurately in many
cases. Therefore, transfer learning not only provides
enhanced prediction results but also yields a faster
training process.

Performance evaluationmetrics

Accuracy
Accuracy can be defined as the number of correct pre-
dictions compared to the total predictions of samples.
However, it will be inefficient when the dataset is un-
balanced. The dataset used in this study is quite bal-
anced thus, the accuracy metric is appropriate. The
accuracy is formulated as follows:

Accuracy =
T P+T N

T P+T N +FP+FN
(1)

where TP, TN, FP, and FN are true positive, true neg-
ative, false positive, and false negative, respectively.

Confusionmatrix
The confusion matrix is a table with four positions
corresponding to four different combinations of pre-
dicted and actual values (i.e., TP, FP, TN, and FN). TP
is the total of the positive predictions that are truly
positive, whereas FP is the total of the positive pre-
dictions that are not truly positive. TN is the total
number of negative predictions that are truly negative,
while FN is the total number of negative predictions
that are not truly negative.
The confusion matrix is commonly used to analyze
four values namely, positive predictive value, nega-
tive predictive value, sensitivity, and specificity. Nor-
mally, models tend to focus on an analysis of positive

predictive value (i.e., precision) and sensitivity (i.e.,
recall). Precision is the probability that a positive pre-
diction is actually correct, while recall is the propor-
tion of actual positives being identified correctly. Pre-
cision and recall can be formulated as follows:

Precision =
T P

T P+FP
(2)

Recall =
T P

T P+FN
(3)

AUC/ROC/TTA
The receiver operating characteristic (ROC) curve is
a graph depicting the TP rate versus the FP rate at
all thresholds. ROC evaluates the ability of detec-
tion of the binary classification system. Each point on
the ROC curve illustrates a precision/recall pair cor-
responding to each detail threshold. Meanwhile, the
area under the ROC curve (AUC) calculates the total
area below the entire ROC curve from the origin po-
sition (0,0) to the position (1,1) in a two-dimensional
coordinate axis. The AUC provides information on
a comprehensive measuring performance across all
possible classification thresholds. In other words, the
AUC deputizes the probability that the model rates a
random positive sample higher than a random neg-
ative sample. It is noted that a model that produces
100% of the wrong prediction has an AUC of 0.0 and
that of 100% correct prediction is 1.0.
Furthermore, the proposed model is also validated by
the testing set to return evaluation results (i.e., Test-
time data augmentation (TTA)). TTA21 was utilized
to enhance prediction results and shorten generaliza-
tion errors. Specifically, each image was predicted
with different versions, and the final score was aver-
aged from the prediction score (i.e., 5 in this study).

Hyperparameters for deep learning
To optimize the model and minimize the generaliza-
tion error, several strategies have been applied for
modification and optimization. Therefore, model op-
timization is one of the biggest challenges and requires
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time-consuming implementation of deep learning so-
lutions. Deep learning models normally deal with
learning rates, the number of hidden layers, and
dropout rates.

Learning rate
The learning rate is a hyperparameter that manages
themagnitude of the updatedweights tominimize the
loss function in the training process. Choosing the
learning rate is a challenge, as if the learning rate is too
small than the optimal value, it will consume a long
time to reach the point of convergence. Conversely,
if the learning rate value is too large than the optimal
value, the training model might lead to learning the
suboptimal weights too quickly ormight not converge
due to the unstable training process.

Drop-out
Drop-out22 is a technique to prevent the overfitting
of the model and concurrently to provide a way to ap-
proximately combine multiple neural networks expo-
nentially and expeditiously. “Drop-out” mentions the
drop-out units (i.e., hidden and visible) in the neu-
tral network. This technique will temporarily ignore
some units that cannot participate and contribute to
the training process. Normally, choosing which units
to drop is random.

HYPERPARAMETERS FOR
TRANSFER LEARNING
In this proposed study, the pretrainedResnet50model
was deployed, and transfer learning was subsequently
utilized to adjust the model weights. It is noted that
histopathologic images are different from the images
on ImageNet consequently, some specific features of
the last layers were trained.
Figure 3 shows the learning rate and loss score of the
proposed study. As shown, with the learning rate of
1e-4 (i.e., 0.0001) – the largest weight decay gives a
low loss. Based on the One cycle policy proposed by
Smith et al.23, it is found that 1e-4 is an acceptable
learning rate.
Figure 4 demonstrates the accuracy score of 10 epochs
with a learning rate of 1e-3. It can be seen that the
model tends to be underfitting when the accuracy of
the validation set is much higher than the accuracy
of the training process in the first epoch. It can also
be observed that when the learning rate was reduced
to 1e-4, the model was more stable and closely con-
verged.
It is observed that the size of the images has a large
effect on the performance of the model. Specifically,

Figure 3: The results of learning rate and loss score.

Figure 4: The accuracy scores of the training and
validation datasets with a learning rate of 1e-3.

the dataset was first trained with an image size of 224
x 224 pixels, and the accuracy was 86% compared to
the 95% accuracy score on the validation dataset. It
is remarked that 224 x 224 pixels is the default im-
age size of the ResNet50 architecture. To decrease the
processing time by reducing the image size, the image
size was reduced gradually. The results showed that
196 x 196 pixels is the most efficient size that offers
both a similar accuracy score and a shorter training
time compared to 224 x 224 pixels of image size.
In addition, regarding the drop-out rate, to minimize
overfitting when applying the pretrained model, a 0.5
drop-out rate was set. Moreover, after tuning the hy-
perparameters, the training dataset was fed into the
built model and trained for 10 epochs. The accuracy
and loss values are then calculated for examination on
the training and validation sets. Finally, the ROC and
AUC curves were plotted and calculated.

RESULTS ANDDISCUSSION
Training results
Figure 5 illustrates that the training loss and vali-
dation loss slowly decreased, and at the same time,
the training and validation accuracy progressively in-
creased over epochs. This means that the model is
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trained accurately and effectively. As shown, from
epochs 7 to 10, the loss and accuracy scores are ob-
viously stable. This proves that the model learned al-
most all features from data images after a few epochs
when transfer learning with the optimized hyperpa-
rameters was applied.

Figure 5: The loss and accuracy scores on the train-
ing and validation datasets.

After training the pretrained Resnet50 model with
transfer learning, the best weights for the model were
selected as the chosenweights obtained the lowest val-
idation loss. Figure 6 presents the confusion matrix
for evaluating the performance of the model by statis-
tical parameters. The results showed that there were
16185 cases of true positive (TP), 25651 cases of true
negative (TN), 531 cases of false positive (FP), and
1638 cases of false negative (FN).

Evaluation results
Continuously, the best candidate from the trained
model based on the AUC score was put to the fi-
nal test. Additionally, the model combined with the
TTA technique was validated by the testing set to re-
turn evaluation results. Successively, prediction re-
sults from themodel were utilized to estimate the con-
fusion matrix, as shown in Figure 7. This means that
the proposedmodel correctly detected 16,980 positive
cases and 25,674 negative cases, but it still classified
incorrectly from negative to positive in 507 cases and
from positive to negative in 844 cases.

Figure 6: The result of the validation set.

Figure 7: Confusion matrix of the testing set.

Figure 8 shows the ROC curve result with true posi-
tive and false positive rates at different thresholds. As
shown, the AUC score was estimated and was 0.989.
This result demonstrates that the proposed algorithm
performed well in all thresholds.

Figure 8: ROC curve and AUC score results.
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Table 2: Results of validationmetrics on the validation and testing datasets.

Validation metrics Validation set Testing set

Precision 96.82% 97.10%

Recall 90.81% 95.26%

Accuracy 95.07% 96.93%

Subsequently, the confusion matrix results were de-
ployed to estimate the performance metrics, includ-
ing the precision, recall, and accuracy (see Table 2).
The results showed that all performance metrics on
the testing set were superior to those on the valida-
tion set. This is the fruitful effect of the applied TTA
technique mentioned above. Moreover, these results
prove the reliability of the proposed algorithm and
method.

DISCUSSION
Generally, the proposed model has a high perfor-
mancewith a score of over 95% in all evaluationmeth-
ods, including precision, recall, accuracy, ROC curve,
and AUC score. Furthermore, the model follows the
data and the original aim for automatically detect-
ing metastatic cancer from histopathology images of
the lymph nodes. One advantage is that the pro-
posed model can work effectively with the raw data
based on preprocessing, which leads to a reduction in
the cost of preprocessing. Additionally, the model is
established on the Keras platform with friendly and
easy handling characteristics. However, themodel ex-
posed the drawback of a long training time of approx-
imately seven hours for ten epochs of training.
For the same solving purpose, the results from sev-
eral studies are compared in Table 3. As shown, the
proposed model achieved a remarkable result with a
0.989 AUC score. Specifically, the proposed model
outperformed both studies in17,18 that used tradi-
tional ML algorithms with the Wisconsin-breast can-
cer dataset. This dataset is slightly simple, with ten
real-valued features that are computed from digi-
tized images by the authors19. These studies ap-
plied some techniques at the preprocessing step to
reduce the number of features and dimensions of
data before being fed into ML algorithms. The re-
sults in17 also showed that their classifiers were not
trained well enough for imbalanced data because of
obtaining high accuracy but having a low AUC score.
Naji et al.18 presented better performance with simi-
lar ML algorithms after optimizing the hyperparame-
ters. The selected classifiers in18 achieved higher ac-
curacy and AUC scores than those in 17. The com-
parison between the proposed model and the studies

in17,18 demonstrates that the combination of the DL
model with transfer learning techniques is a power-
ful tool for extracting useful information from large
and complex datasets, such as histopathologic im-
ages. In addition, the LYNA algorithm24 achieved
the highest AUC score of 0.99. However, the Came-
lyon16 dataset utilized in the LYNA algorithm study
is fairly small, with only 270 images with high res-
olution. Furthermore, their model was trained with
40X magnification data consequently, the evaluation
score was very high. Instead, with the small size of
the dataset as mentioned above, their model usually
tends to overfit. Meanwhile, when the dataset is rel-
atively large, the model experiences a long process-
ing time when applying this strategy. Regarding the
results of Zhou et al. (2019)25, training the model
for the detection of metastatic lymph node cancer us-
ing ultrasound images is uncommon. The root cause
is that the ultrasound image has many drawbacks,
such as indistinct margins, irregular shapes, and vi-
sualized nodes only. However, with the discouraging
data type, their model also contributed greatly to the
advanced diagnosis of lymph node cancer based on
deep learning utilization. Finally, in comparison of
two Top 3 Kaggle competition models using the same
dataset, the performance of the proposed model in
this study outperformed the others. Specifically, on
the Camelyon17 dataset, the two Top 3 Kaggle com-
petitors and the proposed study achieved AUC scores
of 0.9648, 0.9543, and 0.989, respectively. Moreover,
in these two Top 3 Kaggle competitors’ studies, the
authors used the Fastai library, which has fast pro-
cessing speed and available algorithms for hyperpa-
rameter optimization. In other words, the fine-tuned
DenseNet pretrainedmodel is a new architecture with
the high ability of concatenation for creating new fea-
tures that are deployed in these two studies. In partic-
ular, instead of each layer connecting to the preced-
ing layer in other models, each layer in the DenseNet
model possesses supplemental inputs from all previ-
ous layers and passes on its own featuremaps to entire
subsequent layers.
Obviously, it is seen that the errors generated by the
model are often lower than those caused by humans.
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Table 3: Comparison of the results of the proposed study to those of other studies

Approaches Dataset AUC score

Dhahri et al. 17 Wisconsin 0.770

Naji et al. 18 Wisconsin 0.966

LYNA algorithm 24 Camelyon16 0.990

Zhou et al. 25 Ultrasound images 0.890

Top 3 Kaggle competitor Camelyon17 0.964

Top 3 Kaggle competitor Camelyon17 0.959

The proposed model Camelyon17 0.989

However, it is not possible to infer whether the er-
ror from the computer network and the pathologist’s
performance are correlated. Henceforth, in the fu-
ture, this researchmay combine advanced deep learn-
ing algorithms and pathologist capabilities to improve
model accuracy, repeatability, and reproducibility for
pathological diagnosis. Furthermore, this proposed
study can be extended in different aspects, including
(1) optimizing hyperparameters to obtain better per-
formance; (2) experimenting with other architectures
to choose the best one; and (3) adding more up-to-
date and developed models with three classes, includ-
ing normal, nonmetastatic and metastatic cancer, to
increase sensitivity and practical applicability for the
system.

CONCLUSION
In this study, automated detection of metastatic can-
cer from lymph node images using a deep convolu-
tional neural network was conducted and proposed.
The ResNet50 pretrained model and transfer learn-
ing were utilized to adjust the weights of the proposed
model. The patch Camelyon17 dataset with 220,025
images was deployed, and the training-validation-
testing set ratios were 0.6, 0.2, and 0.2. As a re-
sult, the model performance was assessed by the eval-
uation metrics (i.e., precision, recall, and accuracy
score) from the testing set, obtaining 97.10%, 95.26%,
and 96.93%, respectively. Moreover, the AUC score
obtained from the ROC curve was estimated to be
0.989. These outperformance scores infer that the
proposed algorithm and model performed effectively
in all thresholds. Finally, the proposed model is val-
idated in a testing set with the TTA technique to en-
hance prediction quality and reduce generalization er-
ror.
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