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ABSTRACT
Introduction: Major selection is always a matter of concern for students who have just graduated
from high school and parents who have children to go to universities. Currently, there are many
students who selected the wrong major, leading to unexpected learning results and wasting time
and money. In fact, many students do not know which majors they are suitable for. The paper
proposes a model of decision-making support in choosing majors for students immediately after
graduating from high school using deep learning. Methods: The model applied the XGBoost al-
gorithm to build a decision tree for classification, mining educational data fromwhich the student's
ability and learning propensity are predicted and the appropriate majors are suggested. Results:
The data used for the system are collected from 1709 students' results at the high school, the sur-
vey results on personal interests and personality, the teacher's comments and the results on major
selection after graduation. From these data, the authors have built a model to advise students
choosing the right major to continue their higher education. Conclusion: The model is evaluated
and verified through actual experiments with a high accuracy of 86% and proves the contribution
of deep learning models to education.
Keywords: Deep learning, convolutional neural network (CNN), decisionmaking, majors selection

INTRODUCTION
Majors consulting is always a necessary topic and one
of the top activities prioritized by high schools annu-
ally. This helps students make the right decisions to
choose a major for the higher education level. Ca-
reer orientation for high school students is consid-
ered an important first step in the process of training
and developing national human resources. However,
it has not been synchronized, and many schools have
not implemented it effectively. That is because there
are few tools to support this activity yet. Currently,
parents and students themselves do not truly appre-
ciate their own abilities, interests and aspirations. In
Vietnam, many high school seniors who have not yet
assessed the appropriateness of their abilities, condi-
tions, and forte have applied for admissions in majors
due to trends or feelings. These have led tomany cases
of dropping out, changing majors or not being able to
continue studying because of failing tomeet academic
requirements, which have caused a huge waste of time
and resources for themselves and their families and
society.
Currently, with the continuous development of infor-
mation technology, the computerization of manage-
ment in many different fields and activities has cre-
ated a huge data library that is ready to serve any-
one interested in. It is truly one of the most valu-
able information resources if we use these datasets as

a basis for decision support in management to bring
significant efficiency. However, the problem here is
how we classify the resources to make the most effec-
tive use in each specific field. In fact, all high schools
have a system to store and manage all students’ score
data for each school year. At the same time, univer-
sities and colleges are now almost using the results of
the three-year high school education to consider en-
rolling students in the fields of study offered by the
school. Therefore, we can take advantage of these data
sources in combination with data mining techniques
to build supporting tools for helping learners make
decisions when choosing an appropriate field of study.
The main contribution of the paper is to suggest an
alternative model to solve the problems for low-end
machines by:

• Analyzing steps of themajor consulting process,
combined with data mining techniques from
which XGBoost is applied to classify the educa-
tional data.

• Proposing a model to predict students’ ability to
suggest suitable majors based on academic per-
formance in the high school years.

Following this introduction, the paper presents six
contents: problem statements, proposed model,
dataset, experimental results, discussion and conclu-
sion.
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PROBLEM STATEMENTS
Data mining is increasingly being researched and de-
veloped and has achieved remarkable achievements,
especially in education. Choosing a suitable career is
very important for students as well as their parents.
This starts with choosing the right major for the de-
sired career, which is determined by many factors,
such as personal ability and interests. Therefore, many
parents and students find it difficult to orient their
majors without specific analysis or suggestions. The
problem is stated as follows: For a student who has
just graduated from high school and is preparing for
higher education, how to advise them on appropriate
majors.
The authors have researched and built a model to sug-
gest suitablemajors for learners based on the study re-
sults in the last 3 years of high school and other factors
such as the student’s personality which of the six ma-
jors according to John Holland’s theory, the teacher’s
comment to help high school students can self-direct
and choose the right majors suitable to their abilities,
personality and interests, and help the teachers advise
studentsmore accurately in determining theirmajors.
The authors solved the problemby the following steps:

• We researched and built a dataset including aca-
demic results, exam results and students’ choice
of majors when entering university in previous
years.

• Data mining and analysis to determine the rela-
tionship between course groups and majors and
the possibility of success.

• Building a model of academic counseling by
combining the trained model above with other
factors such as student personality and teachers’
comments.

• The XGBoost algorithm is used to build a deci-
sion tree to predict the best solutions.

PROPOSEDMODEL
Decision Support System
In the 1970s, Scott Morton introduced the first con-
cept of a decision support system (DSS). He defines
DSSs as interactive computer systems that help deci-
sion makers use data and models to solve unstruc-
tured, complex, fuzzy problems with incomplete so-
lutions1. Although there is no uniform definition of
DSS, all studies have confirmed that the most basic
purpose of DSS is to support and improve decision
making. A DSS consists of three main components:
database, software system and user interface.

A fundamental feature of a DSS is that there must be
at least one decision supportmodel. The selection and
construction of the model is in the second phase (de-
sign phase) of the decision-making process. Models
are generalizations or abstractions of real problems
into qualitative or quantitative models. It is a pro-
cess that combines both science (correctness, logic)
and art (creativity). A decision-making model typi-
cally consists of three basic components:

• Decision Variables: These are choices deter-
mined by the decision maker.

• Uncontrollable Variables: These are variables
that are not controlled by the decision maker
(affected by external factors).

• Result Variables: This is the result variable of the
model.

When choosing the final decision, the decisionmaker
may want an optimal decision or a satisfactory, par-
tial optimal decision. Therefore, two types of decision
support models can be applied: normative models
and descriptive models. The normative model con-
siders all the alternatives and chooses the optimal one,
while the descriptive model considers a set of condi-
tions at the user’s discretion and considers the alter-
natives under these conditions and gives a satisfactory
result. Since this model does not consider all alterna-
tives, the final result is only close to optimal.
Factually, normative models are often used in single-
objective optimization problems, and descriptive
models are often used inmulti-objective optimization
problems when these goals may conflict.
DSS is often classified into communication-driven,
data-driven, document-driven, knowledge-driven
and module-driven2,3 and has abilities such as
supporting decision makers in unstructured and
semistructured situations that cannot be solved by
other calculation systems; supporting different levels
of management from executors to managers; and for
the diversity of decision-making processes and deci-
sion types in which there is a match between the DSS
and the personality of the individual decision maker,
such as vocabulary and decision-making style,
improving the efficiency of the decision-making
process, such as correctness, accuracy, time and
quality. The decision maker controls all steps of the
decision-making process in solving problems. DSS is
intended to assist, not replace, decision makers. The
decision maker can ignore the computer’s advice at
any stage in the processing. DSS often uses models
for the analysis of decision-making situations. The
modeling capabilities allow experimentation with
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different strategies and with different configurations.
High-level DSS is equipped with an intellectual
component, so it allows for potential and effective
solutions to difficult problems4.

Data Classification
Data classification assigns new samples to classes with
the highest accuracy to predict newly labeled datasets
and samples. Classification also predicts the class type
of the label. The input is defined as a set of examples
(training data) and a classification label for each data
sample, while the output is a predictive model or data
classifier.
The data classification process is conducted in two
steps:

Step 1: Build amodel
This step describes a set of predefined classes inwhich:

• Each assigned set or pattern belongs to a pre-
defined class as identified by the class label at-
tribute.

• The training dataset is the set of sets used to
build the model.

• Classification models are represented by mathe-
matical formulas, decision trees or classification
rules5.

Step 2: Use themodel
When new objects are put in, the system classifies
these new objects.
Evaluate the effectiveness and accuracy of the model:

• The tested label of the sample, which is defined
and known in advance, is compared with the
classification results obtained from the model.

• The effectiveness and accuracy of the model is
determined by two common methods of using
training data and K-fold cross validation.

Using training data. This is the simplest method to
evaluate a machine learning model. From the origi-
nal dataset, we divide it into 2 groups, called training
data and testing data, in a certain proportion (usually
7: 3, 8: 2 or even 9: 1 depending on the size and char-
acteristics of datasets). Then, the model is run on the
training data, and the trainingmodel is used to predict
the testing data. The quality of the model is evaluated
based on the predicted results.
Using K-Fold Cross-Validation. Cross-validation is an
extension of the above method to avoid the problem
of high variance. The steps are as follows:

• Shuffle data randomly.
• Divide the original dataset into k parts (k =
5,10...), and each part is called a fold. Train the
model on the k-1 folds and evaluate on the re-
maining fold.

• Repeat the above steps k times so that every
fold in the dataset has a chance to become a test
dataset.

After completing the process, we have k different eval-
uation results, and the final result is aggregated based
on the mean and standard deviation of those k re-
sults5.

Decision Tree
A decision tree is a kind of structure that describes
knowledge in the form of a tree to classify data ob-
jects into certain classes6. The decision tree struc-
ture shows the hierarchy of nodes and branches.
The branch represents the possible value of the at-
tribute (arrows), while network nodes have different
attributes depending on their kind. There are three
kinds of nodes, including root nodes, leaf nodes and
internal nodes.

• The root node is the top vertex of the tree.
• The leaf node (leaf node) is the outermost node,
carrying the classifier attribute (rectangle).

• The internal node is the remaining node, which
has the categorical attribute (circle).

The description of the decision tree is simple and user
friendly. If the decision tree has a reasonable number
of leaves, it can be captured by nonprofessional users.
Additionally, the decision tree can be converted to a
rule set and is capable of handling datasets with miss-
ing values.

XGBoost algorithm
The eXtreme Gradient Boosting algorithm, abbrevi-
ated as XGBoost, is a new algorithm introduced by
Tianqi Chen and Carlos Guestrin in 2016 7. XG-
Boost emerged as a powerful tool in many classifi-
cation fields8,9 and won many classification competi-
tions organized by Kaggle10. XGBoost11 is upgraded
from gradient tree boosting (GTB) 12. The basic prin-
ciple used in the GTB algorithm is the combination of
high-error learning models into a more robust learn-
ing model tree with a sequential rule. The training
process of theGTB algorithm is illustrated in Figure 4.
Assume that we have training data with N samples
X={X1,X2,…. XN } with defined output parameters
y={y1,y2,….yN }. In the first loop, an arbitrary tree is
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Figure 1: Building the classificationmodel.

Figure 2: Using the classificationmodel.

created, and the output values are estimated as f1(X).
These estimated values will differ from the exact value
of y by the residual g1(X). The residual can be consid-
ered the error of themodel. To obtain a better training
model, this residual value should be reduced. There-
fore, the second tree will then be built for the purpose
of estimating the values of that residual (not the value
y). Similarly, when estimating residual g1(X), the sec-
ond tree will estimate the value f2(X),which produces
residual g2(X). To estimate the residual g2(X), a third
tree is applied. The iterative process continues. The
final estimated value will be ∑fn (X).

To improve the performance of the GTB model, in
the XGBoost model, a component is added in the
loss function. Then, the loss function of the XGBoost
model is defined as in (1).

J (θ) = L(θ)+Ω(θ) (1)

where the parameters of the trained model are de-
noted Θ; L is a loss function, and Ω is an added com-
ponent called regularization to evaluate the complex-
ity of the model. Adding the regularization compo-
nent helps to improve the obtained parameters of the
trained model and avoid overfitting. Using the nor-
malized objective function as in (1) helps the model
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Figure 3: An example of a decision tree.

Figure 4: Training process of the GTB algorithm.
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use simple and predictable functions. The simpler the
model, the better it is to avoid overfitting. Due to the
tree-based trained model, the final estimated values
are defined in (2)

y
′
i = ∑n

i=1 f (n)(Xi) (2)

The loss function at the tth loop has the form as in (3)

J(t) = ∑N
i=1L

(
yi,y

′
i

)
+∑t

i=1Ω( fn) (3)

The estimated value for the output yi in the tth loop,
y
′(t)
i is calculated in (4)

y
′(t)
i = ∑n

n=1 fn (Xi) = y
′(t−1)
i + ft (Xi) (4)

The regularization Ω (fn) is formulated in (5)

Ω( fn) = γT +
1
2

λ∑T
j=1w2

j (5)

where γ is the complexity parameter and represents
the complexity of the leaves in the decision tree; T
is the number of leaves in the decision tree; λ is the
penalty parameter; and w2

j is the output of leaf node j.
Generally, the XGBoost algorithm is described as fol-
lows:
Input: A set of training data. These data include at-
tributes that describe an object or situation and a cat-
egorized value.
Output: The decision tree is capable of classifying the
training data, and the treewill be able to correctly clas-
sify even the unseen data.
TheXGBoost algorithmhasmany advantages, includ-
ing regularization, parallel processing, handlingmiss-
ing values, cross validation and effective tree pruning.

The ProposedModel
The majors counseling support system is built based
on the academic results in the 3 years of high school
and other factors, such as the student personality sur-
vey that fits into which of the 6 major groups accord-
ing to the John Holland theory, teachers’ comments
recommending the majors to provide counseling re-
sults in a group of majors, suggesting that high school
students self-orient and choose the right majors in
line with their abilities, their own personality and in-
terests, and helping counselors in high schools to bet-
ter understand and advise studentsmore accurately in
choosing majors.
Therefore, based on available data such as academic
results, exam results and university major selection of
students in previous school years, the authors use data
mining and analysis techniques with the XGBoost al-
gorithm to build a decision tree with the desired re-
sults and predict the best solutions to suggest to the
students.

Building the decision tree using the XGBoost algorithm.
From the collected dataset, the authors build an algo-
rithm for the career counseling problem based on the
Python programming language and XGBoost model.
Data are represented with 17 attributes including 12
attributes of average score of 12 subjects in 3 years
at high schools; 1 attribute of survey result of stu-
dent personality test questionnaire, 1 attribute of the
homeroom teacher’s comments and 1 attribute on the
results of statistics of majors after graduating from
high school. The dataset is divided into 2 groups: 70%
for training and 30% for testing.
The processes of data segmentation and classification
are shown in Figure 5 and Figure 6, respectively.
The main function of the model is major suggestion.
This means that when the user enters information
such as the results of the subjects of the 3 years (10th
grade, 11th grade, 12th grade), doing the personal sur-
vey, providing comments of the homeroom teacher,
then the system will predict the suitable majors from
six groups of JohnHolland’s majors and suggest to the
students. From the prediction, the system will also
connect to the websites of a number of universities
that have corresponding academic curricula for stu-
dents to have information and convenient choices.

DATASET
The data used to train the model consist of the aver-
age score of all subjects in 3 years at high schools, stu-
dent personality test questionnaire, comments of the
teacher for grade 12 students, and statistics of majors
after graduating from high school.

• Average score of all subjects in 3 years at high
schools of 1709 students: The authors collect the
data from 2 cohorts. The extracted data table
is an Excel file containing personal information
and the average score of subjects for every stu-
dent: Math, Physics, Chemistry, Biology, Infor-
matics, Literature, History, Geography, Foreign
Languages, Technology, National Defense - Se-
curity Education and Citizenship Education.

• Student personality test questionnaire: Student
personality survey according to John Holland
code theory is conducted for 12th grade stu-
dents, and students will take the test on the Of-
fice form application. The test content consists
of 6 questionnaires corresponding to 6 occupa-
tional groups of John Holland theory (Realis-
tic, Investigative, Artistic, Social, Enterprise and
Conventional). Eachworksheet will have 9mul-
tiple choice questions about the student’s inter-
ests and personality. Students choose the an-
swers to the questions according to the score
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Figure 5: The process of data segmentation.

Figure 6: The process of data classification.

from 1 to 5. After completing 6 tables, the ta-
ble with the highest total score corresponding to
thatmajors groupwill be selected as the result of
the survey process. The steps to conduct the stu-
dentmajors survey by JohnHolland code theory
are as follows:

Step 1: Reading the instructions to take the survey
The contents listed in each table correspond to indi-
vidual qualities and abilities. For every piece of con-
tent, there will be many levels. For every level, a cor-
responding score will be assigned. This correspond-
ing score is assessed by the survey takers and self-

scoring according to the following rules: You see that
the content has never been true for you – equivalent to
0 point; You only found that content true in one case –
equivalent to 1 point; You just found that the content
is only true in a few cases – equivalent to 2 points; You
see that the content is only half true for you - equiv-
alent to 3 points; You find that almost true for you in
most cases, only a few cases are not quite right - equiv-
alent to 4 points; You see that the content is absolutely
true for you, it cannot be otherwise - equivalent to 5.
Step 2: Adding points to each content in every table
and adding the total score of that table, determine the
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table with the highest score. For every piece of con-
tent, there will be many levels. For each level, a cor-
responding score will be assigned. Each checked box
will be counted from 0 to 5 points. A high score is not
the best, but the survey takers must choose the option
to ensure that it is the most suitable for their thinking.
Each majors group has 9 items, corresponding from 0
to 45 points.
Step 3: Finding the table with the highest score. The
table with the highest total score is the one with the
majors group that best suits your personality.
After the students took a survey about their personal
interests and personality, to confirm the accuracy of
the data, the authors carried out cross-validation by
talking back to the teacher, who always monitors the
students in learning as well as understanding the per-
sonality of each student in their class. Teachers’ com-
ments are compared with the results of the survey to
complete the data for the problem.

• Comments of the teacher for the grade 12 stu-
dents: For high school students, the homeroom
teacher is the one who knows the personality
and learning ability of each student in the class
that she/he is assigned to the homeroom. There-
fore, the homeroom teacher’s advice about the
majors to study after graduation is very impor-
tant for students. Teachers give the comments
by Office form for students based on their inter-
ests and abilities to advise that a student should
choose which major out of 6 major groups of
John Holland’s theory.

• Statistics of majors after graduating from high
school: After the end of the school year, many
high schools have statistical reports on the re-
sults of the school year, as well as statistics on
students’ majors after graduation. This report
helps the school to know the percentage of stu-
dents enrolled in the majors to have an orienta-
tion for the next school year plan. The authors
used the data of the statistics table of the ma-
jors extracted from the report file of the statis-
tics of the students’ majors after graduation and
analyzed the number of students enrolled in the
major groups according to John Holland’s the-
ory to enrich the data for the majors consulting
model.

EXPERIMENTAL RESULTS
To evaluate the effectiveness of the model, the authors
combined the accuracywith the confusionmatrix and
conducted a survey of students/parents using the sys-
tem.

For the assessment of accuracy, the authors com-
pared XGBoost with algorithms such as ID3 and ran-
dom forest to prove that XGBoost is the most suitable
choice in building a decision tree. The implementa-
tion results are shown in Table 1 and Figure 7.

DISCUSSION
The confusionmatrix of the proposedmodel is shown
in Table 2. The authors test themodel for 523 students
of testing data. From the results in Table 2, it is clear
that the values in the diagonal are the correctly pre-
dicted records. Therefore, the larger the number on
this diagonal, the better the model is.
In the confusionmatrix above, the values 1 to 6 corre-
spond to 6 occupational groups of John Holland the-
ory (1= Realistic, 2 = Investigative, 3 = Artistic, 4 =
Social, 5 = Enterprise and 6 = Conventional). The val-
ues in columns are actual majors, and those in rows
are predicted majors from the proposed model. From
Table 2, we can see that:

• At the first row: Among 77 students whose ac-
tual label is 1, there are 62 students correctly pre-
dicted with label 1, 10 students incorrectly pre-
dicted with label 2 and 05 students incorrectly
predicted with label 6.

• Similarly, in rows 2, 3, 4, 5 and 6, 75, 62, 135, 48
and 71 students are correctly predicted, respec-
tively.

• The average accuracy from the confusionmatrix
is 86%.

In addition, to evaluate the efficiency of the model,
the authors collected a survey of 908 students and
250 parents with good feedback, as shown in Table 3.
The students evaluating the system are students who
have entered university in the last 03 years, mainly
good students and students who previously attended
high schools for the gifted. The authors selected these
students because they possess good perspectives and
sense of learning to provide objective evaluations of
the system. The author also selected 250 parents ran-
domly, from close friends and acquaintances or in-
troduced through acquaintances. These people have
children who have graduated from college or are in
college and are quite successful. These students and
parents are suggested to test the system and evaluate
the level of satisfaction with the system.

CONCLUSION
In this paper, the authors build a model of major con-
sulting support by analyzing the steps of the major
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Table 1: Comparison of algorithms in building decision trees

Algorithms ID3 Random forest XGBoost

Accuracy (%) 58% 74% 86%

Figure 7: The implementation results of XGBoost.

Table 2: The confusionmatrix of themodel of major consulting support

Actual majors

1 2 3 4 5 6

Predicted
majors

1 62 10 0 0 0 5

2 0 75 0 0 0 0

3 0 5 62 3 1 5

4 5 0 0 135 0 10

5 5 0 0 5 48 0

6 0 2 0 14 0 71

Table 3: The results of satisfaction levels on themodel

Levels of satisfaction Students Parents

Numbers Percent (%) Numbers Percent (%)

Very useful 756 83.26 215 86

Useful 135 14.87 35 14

None 17 1.87 0 0

Total 908 250
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consulting process, combined with data mining tech-
niques fromwhich XGBoost is applied to classify edu-
cational data. The proposed model predicts students’
ability to suggest suitable majors based on academic
performance in the high school years. The model
saves time for students and their parents when look-
ing for a major for further study and is evaluated to be
effective with high accuracy. The authors proved that
XGBoost classifies the data with an accuracy higher
than that of ID3 and random forest. In addition, the
efficiency and reliability of the proposed models are
also shown in the accuracy, confusionmatrix and user
survey. In the coming research direction, the authors
collect more data related to family traditions and eco-
nomic conditions, labor needs, talents... to improve
the model.
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