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Image Retrieval Based on ConvNets and the Hashing Algorithm

Tran Hoang Nam, Nguyen Nhat Khoa, Vo Hoai Viet*

ABSTRACT
Image retrieval is a prominent subject of study in the fields of image processing and computer
vision. With its application in various domains, such as logo search, product search or general im-
age search in Google, Bing, etc., image retrieval has received significant attention for many years.
In this work, we study and investigate a framework that leverages visual transferring features and
hashing algorithms for the purpose of finding similar images in a dataset. The key idea of our so-
lution is to find the answer to the following question: ``How can we convert an image into binary
code and search it more efficiently in a large-scale dataset?''. To achieve this purpose, we use pre-
trained CNN models from ImageNet for image representation and then convert them into binary
code by using hashing algorithms. These images in the dataset are represented by binary codes,
and the Hamming distance is used to find the images in the dataset that are indexed. To demon-
strate the robustness of the system, we systematically tested the performance of the system based
on speed with raw indexing and hashing indexing on 4 datasets: CIFAR-10, Caltech-101, Oxford-
102-Flowers, and MS-COCO 2017. The experimental results show that local sensitive hashing (LSH)
algorithms with 2,048 bits in binary code demonstrate the same or greater precision than raw in-
dexing. Furthermore, the findings show that the MobileNet architecture consistently outperforms
other architectures across these datasets, effectively balancing speed and precision.
Key words: Image retrieval, Hashing algorithm, ResNet, MobileNet

INTRODUCTION
Image retrieval is an important task in computer vi-
sion and computer science. This task focuses on an-
swering the question “How can similar images be
found in adatabasewith high precision?”. Theoverall
flow chart of image retrieval systems can be drawn as
Figure 1. The systemdivides image retrieval into two-
stage implementations: online for retrieval and offline
for indexing or training. Each stage is responsible for
various tasks, including querying the images or the
representation of images through vector embedding
from the database system (from one or many hashing
tables) and extracting features from image uploads by
any user on the platform.
Three main essential components must be considered
for feature extraction, feature representation, and
similarity matching. Recent computer vision studies
have shown interest in these aspects since deep learn-
ing outperforms traditional machine learning meth-
ods or global and local descriptors.
Global descriptors: Feature extractions are common
in each computer vision task because they are the in-
put of many classification algorithms. Themore work
performed on feature extractions, the better the re-
sult is on classification boundaries between classes, as
this reduces the semantic gap between the images and

the representation after extracting features.1 reported
a color histogram based on a global descriptor that
uses the distribution of color channels through sta-
tistical methods within a range of image pixel values.
Using the magnitude of image pixels and classifying
them into bins, the paper can differentiate the sim-
ilarity of images because the similarity between two
images should have an identical distribution. Using
the histogram intersection (the magnitude of the im-
age pixels) and classifying them into bins, the similar-
ity of the images can be differentiated because the two
images should have identical distributions. The main
disadvantage of using color indexing is the limited use
of histograms on large datasets, which leads to the
combination of Gabor texture features and Fourier
descriptors2 in three different stages. Specifically, by
applying the Euclidean distance when classifying pat-
terns and textures between two images, they priori-
tized the accuracy over the speed when minimizing
the error rate using a Gabor filter. After applying a
bank of Gabor filters on images with different mag-
nitudes of frequency and orientation, they are able to
analyze the texture or obtain features from the image.
The structural features are split into structural and
statistical types. The structural methods tend to be
most effective when images have highly uniform tex-
tures since these methods (morphological operators
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or adjacency graphs) describe the texture by identify-
ing structural units and their interrelationships, while
statistical methods (cooccurrence matrices or Gabor
filters) extract quantitative features through figures.
Somemethods achieve better results when combining
these two methods3,4 to increase the query accuracy.
Local descriptor: In contrast to a global descriptor,
especially in some contexts, the background from an
image can be noise for misclassification since it does
not contain useful information. Local feature de-
scriptors are discovered and categorized into two sub-
domains: gradient-based descriptors and binary de-
scriptors. Generally, gradient-based descriptors per-
form two main stages, from finding key points in
an image to describing key points to feature vectors.
In mid-level image processing, scale-invariant feature
transforms (also called SIFT) are used as local de-
scriptors since they are rotation and ratio invariant.
The main idea of SIFT is to extract invariant features
by5 searching for stable features across a scale space
for handling objects of various sizes; subsequently,
in6, feature vectors were applied after the SIFT ex-
tractor before the classification step. The main dis-
advantage of the SIFT algorithm is that the Gaussian
kernel is convolved with many scale spaces, is time-
consuming and has a high computational cost; more-
over, the Gaussian kernel is improved by speeding up
robust features (also called SURF), which are three
times faster than SIFT is. Replacing the Gaussian
filter with a box filter and feature descriptor via the
Haar wavelet results in a faster oriented gradient of
local neighborhood key points in SIFT. Not only does
single SURF use, but another approach7 is also inte-
grated as a trademark for similar image retrieval. In
practice, SIFT and SURF are trade-off options because
SIFT yields better accuracy results but slower infer-
ence. In8,9, they implemented a new approach when
creating bag-of-words (BOW) for a large database; de-
spite choosing only SIFT, they decided to add binary
descriptions and achieved 79.6% accuracy on a holi-
day dataset.
Deep Learning visual descriptor: Along with low-
level features, the features extracted by these ap-
proaches above seem to exploit only a small amount
of image information. For instance, SIFT and SURF
extract only the local pattern and texture in images,
while the local-binary pattern (LBP) extracts only tex-
ture information and has an efficient computational
cost. With the rise of GPUs to meet hardware re-
quirements, deep learning has gradually replaced the
dominance of hand-feature extractors with the break-
through of convolution neural networks (CNNs)10

in the image field. The replacement of SIFT11,12 for

extracting the local information with different ratios
to binary descriptors was compared with the baseline
of VGG1613 for classifying the commonalities in the
dataset.
From the trivial approach, a Siamese network has
been developed for producing models for both fea-
ture extraction and image retrieval 14–16. They pro-
posed the Siamese network for similarity matching
with a limited source of data, which is valuable for
few-shot or one-shot learning. However, because of
the sharing of parameters between two identical net-
works, more training time is needed for these net-
works than for traditional CNNs. In today’s context,
the diversity and versatility of the data we collect ev-
ery day make it difficult to select and preprocess the
data efficiently. In some specific fields, especially in
medical image processing, only numerous instances
of healthy body parts of humans exist, and the oppo-
site examples are lacking. The development of gen-
erative adversarial networks (GANs) has led to new
strategies for image retrieval for unsupervised learn-
ing. A group of researchers17–19 for solving domain
classifiers via look-alike retrieval have proven its effec-
tiveness since it yields competitive results with previ-
ous related methods in these fields.
In this research, we focus on researching and apply-
ing deep learning in visual representations for im-
age retrieval systems. The main contributions of this
research are as follows: i) propose a framework for
image retrieval based on deep learning features and
hashing algorithms; ii) evaluate the proposed method
on 4 datasets, CIFAR-10, Caltech-101, Oxford-102-
Flowers, and MS-COCO 2017; and iii) test these dif-
ference deep learning features and lengths of bits in
hashing code to determine the best practices for ap-
plication.

OUR PROPOSEDMETHOD

Overview of our framework

Figure 2 shows the overall framework pipeline for a
standard image retrieval system. The content-based
image retrieval (CBIR) framework acts as a search en-
gine for image data types. In the CBIR framework, a
user specifies a query image and obtains the images
in the database as the query image. The gray part
represents the offline stage of indexing images in the
database system. The remaining stage involved re-
trieving images in the database system. In the pro-
duction stage, when running in a real project, these
stages iterate repetitively until enough information is
provided to users.
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Figure 1: Overall of image retrieval system framework.

In the offline stage, we adapt the transfer learning
method for knowledge distillation as a feature extrac-
tion step to provide additional visual features before
the hashing step. We can apply both methods for the
pretrainedmodel: apply as a fixed feature extractor or
fine-tune the network with a case of retraining data
similar to the original dataset or a new small dataset
that makes minor changes to the overall parameters.
In contrast to the online stage, whenever users up-
load or provide an image for searching, these images
are encoded after forwarding themodel checkpoint of
the pretrainedmodel, thus creating the representation
feature from images.

Feature extraction and image representa-
tion.
The main objective of the feature extraction stage is
to create a representative vector of semantic meaning
of the image. The input images have the same resolu-
tion with three color channels of Rw×h×3, where w×h
represents the size of the input image. After propa-
gating through the models for extraction, we obtain
a feature vector n in length. Through deep learning
layers, we can aggregate from a low level as a pattern
or detect the edge or boundary of an image to high-
level features as a part or whole object in an image. A
wide range of models are available for this purpose;
we propose using ResNet-18 and ResNet-50 as base-
line models.
Resnets are used as the SOTA models of CNN meth-
ods for computer vision tasks because they solve the
vanishing gradient in very deep neural networks, as
occurs during training when the gradients used to
update the network become extremely small or ap-
proach zero. Theoretically, the more layers added to

a neural network, the more likely the model perfor-
mance is to increase or remain the same; however,
in practice and throughout experimentation, a dimin-
ishing return occurs, thus decreasing the accuracy of
the model and limiting its learning capacity. Using
the shortcut connectionwith the identity function, we
can overcome the function of the hidden state at layer
t as h(x)=Relu(f(x)+x) as the input is passed directly
to the output, acting as a mapping identity function,
avoiding degradation issues in stacking deeper net-
works, as shown in Figure 3.
Moreover, the compact size of MobileNet allows it to
be used in mobile applications since it is lightweight
but still achieves favorable results. Moreover, deep
learning algorithms can generate new features from
among a limited number of samples located in the
training dataset without additional human inter-
vention. By combining handcrafted features, self-
learning can adjust the weight inside each node to al-
low deep learning to mine its own errors. The layer
convolution (known as pointwise convolution) intro-
duced in20 can be considered feature pooling or chan-
nelwise spatial convolution. Instead of multiplying
all channels as in traditional convolution, we split the
feature map into multiple groups, and each group is
fixed in channel size to reduce the number of pa-
rameters in the filters. Inspired by group convolu-
tion, depthwise convolution is used in MobileNet to
split feature maps to each channel size. After depth-
wise convolution, pointwise convolution is applied to
change the dimensions, as shown in Figure 4.

Binary hashing algorithm
Themotivation for using binary code formapping fea-
ture vectors is its application in information technol-
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Figure 2: Our CBIR framework based on hashing indexing.

Figure 3: The residual network (ResNet) architecture for feature extraction and representation.

ogy and, remarkably, in information security. Nor-
mally, when directly applying a feature after propa-
gating a neural network, the flattening vector is usu-
ally large, as shown in Table 1. The lightweight hash-
ing code takes advantage of handling large datasets as
well as training new incoming data. However, in the
medical field, imaging is challenging when these algo-
rithms are applied when retrieving images with high
resolution to distinguish them from illness and well-
ness at the cellular level (cells acting as tumors or can-
cer cells in imbalanced datasets); moreover, it is bet-

ter to apply these algorithms to retrieve general body
parts instead of a greater level of detail.
In the CBIR context, the purpose of the system is to
search for related images that have the closest seman-
tic meaning to the query images. There are several
drawbacks in the case of variance in affine transfor-
mation and rotation, such as the computational cost
of handling images of different sizes and resolutions
when directly comparing images at the pixel level.
In this research, we focused on the progress of cre-
ating indexing with different aspects. First, we pro-
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Figure 4: Illustration of theMobileNet architecture.

Table 1: The different vector features of the deep
learningmodels before the softmax layer

Model Feature vector
(Before softmax)

VGG16/VGG19 4096

Resnet18/Resnet34 512

Resnet50/Resnet101 2048

pose the use of linear indexing, a method in which
an array is used for saving data. In the retrieval
stage, data are browsed by sequentially iterating over
an array and comparing them with a query from the
user. Although this search strategy works well with
any kind of data if the appropriate metric is used,
time is an intractable problem and inefficient for large
database systems. InCIFAR-10 dataset, an imagewith
size of 960×7×7 cost 5.5Gb space resource proves
it is not a profitable choice when dealing with high-
dimensional data. To overcome the weakness of the
speed and memory footprint of linear indexing, we
propose using hashing binary code, and local sensi-
tive hashing is one of the typical algorithms for this
problem.
Local-sensitive hashing (LSH) is an algorithm for ad-
dressing the problem of approximate nearest neigh-
bor search in high-dimensional space. It converts data
points from high-dimensional space to hashing code

in different hash tables whether two data points have
the same label as the same table. LSH differs from
other hashingmethods in minimizing the conflict be-
tween data points, while other hashing methods are
not available for approximate searches. In the near-
est neighbor search problem, given a set of Ps that
include n points in d-dimensional space, inherited
from21 when applying the indexing method for ap-
proximate nearest neighbors, we applied LSH to in-
dexing feature data from the previous feature extrac-
tion step. Suppose that we have two points p,q and
that the probability of hashing p,q to the same clus-
ter is directly proportional to the distance p,q in all
spaces, whether the distance is below threshold t, as
provided in Figure 5. Like other studies on the same
application of using LSH in indexing 22, we prefer to
use ResNet as a state-of-the-art model in deep learn-
ing and Mobile-Net to reduce the size of the feature
extraction approach. In contrast to23, we also exper-
iment on different datasets with various bit lengths to
check the hashing capability before and after propa-
gating the flattening layer.

EXPERIMENTAL SETTINGS
There are many datasets for empirical study and ob-
servation of CBIR systems. In this implementation,
we apply our running and testing methods on the
CIFAR-10, Caltech-101, Oxford-102-Flower andMS-
COCO 2017 datasets, as shown in Table 2. In the
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Figure 5: The pipeline of the LSH algorithm for binary codes and indexing.

CIFAR-10 dataset, there are 50K images for training
and 10K images for validation; however, in this re-
search, only 40K images are used as the dataset for
queries, and 10K images are used as query images.
Along with Caltech-101, each class contains between
40 and 800 images, for a total of 9K images for the
whole dataset. In this case, this study decided to
split at a ratio of 8:2 for the dataset and query im-
ages, corresponding to 7316 and 1829, respectively,
for querying. Oxford-102-Flowers, a dataset created
by Oxford, included 102 common flower species in
the United Kingdom. The last dataset is MS-COCO
2017, a dataset of commonobjects in context collected
by Microsoft. These objects serve multiple computer
vision tasks, such as object detection, image caption-
ing and image segmentation.
As described in Figure 6, the samples contained in
the four datasets are diverse enough to test our hy-
pothesis. For the Caltech-101 dataset and CIFAR-
10 dataset, the objects were distinguished from other
classes with a clean background. With images of
shape color images in 10 classes, CIFAR-10 tends to
have a smaller image resolution than the remaining
datasets. The MS-COCO 2017 has a wide range of
objectives with complex backgrounds for image re-
trieval.
In artificial intelligence, particularly models serving
computer vision, the empirical results were judged
on various evaluation metrics for optimizing param-
eters and model architectures. Generally, there are
three common metrics for many purposes: thresh-
olding, model performance and probability measure-
ment23,24. Evaluating classifiers requires careful con-
sideration, and one of the most widely used metrics
for classification is accuracy, which is calculated as
follows:

Accuracy =
Correct predictions
Total predictions

(1)

Suppose the dataset from real life contains an imbal-
ance of data between classes; accuracy is not always
a great measure since when the minority class has
plenty of samples still achieves high accuracy. To help
address these problems, researchers often use confu-
sion matrices to visualize the performance of classifi-
cation models. The model was built on matrix Rn×n,
where n is the number of labels in the dataset. Sup-
pose that there is a binary classification with ground
truth y and predicted label ỳ, as shown in Table 3.
The confusion matrix provides additional informa-
tion, detailed as class performance in binary classifica-
tion. From Table 3, we address a formula called preci-
sion and recall, which remedies the weakness of using
accuracy when dealing with an imbalanced dataset.

Precision =
T P

T P+FP
(2)

Recall =
T P

T P+FN
(3)

Specifically, the precision and recall provide much
more information about the model performance. Ac-
cording to the equation, the precision is calculated as
the ratio of the number of correctly predicted posi-
tive classes to the number of all items predicted to be
positive. Sometimes, precision is more important for
false positives than for false negatives (e.g., spam de-
tection), while recall focuses on false negatives (e.g.,
adult prohibitive content). In an image retrieval sys-
tem, for querying relevant documents, these metrics
become precision-recall at k (the number of retrieved
documents); in this case, precision refers to the rele-
vant document based on k return results, while recall
refers to the ratio of the number of relevant items re-
trieved. In the parameter optimization process, mod-
els usually perform a tradeoff between precision and
recall, finding a relatively optimal value based on the
context of model usage with a precision–recall curve.
The precision and recall always run in opposite di-
rections. The precision−recall curve was generated
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Table 2: Dataset settings for image retrieval evaluation

Dataset Number of
Classes

Image size (Image) Query Size
(Image)

CIFAR-10 10 40000 10000

Caltech-101 101 7316 1829

Oxford-102-Flowers 102 6552 818

MS-COCO 2017 91 118287 5000

Figure 6: Some sample images from the 4 datasets.

Table 3: Confusionmatrix

Predicted Values

Positive Negative

Actual Value Positive True Positive
(TP)

False Positive
(FP)

Negative False Negative
(FN)

True Negative
(TN)

to indicate the differences in the model classification
thresholds. The term average precision (AP) repre-
sents the retrieved result based on its relevant score.
ThemAP is a well-known performancemetric used to
evaluate machine learning models in image retrieval.
The average precision is the average precision value at
all ranks where relevant documents are found.

AP =
∑n

k=1 [P(k)× rel (k)]
numbero f retrieveditems

(5)

EXPERIMENTAL RESULTS AND
DISCUSSION
For standard comparison, this research applies two
baseline methods, CNN deep feature-based methods
and hashing-basedmethods. For deep learning-based
models, we prioritize transfer learning methods with
off-the-shelf models for general judgment. Then, we
apply a fine-tuning model to the MS-COCO 2017
dataset to ensure that the domain knowledge for each
image belongs to a specific label in feature extraction
by eliminating the final softmax layer. For the evalu-
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Figure 7: Relevant document retrieval evaluationmetric.

ating method, we propose taking the top 5 query re-
sults and redeem them relevant whether one of them
includes the ground truth of the image. Using the
Euclidean distance, future vectors are mapped into
a flattened array, and a sequential search is applied
as brute-force querying. Every new extracted feature
vector is appended to the indexing list to determine
whether there is new incoming data.
The query result from the CNN based on Figure 8
shows the difference between the two methods. Ac-
cording to the CNN results, all five query results are
considered relevant, while the LSH-based results ex-
hibit slightly lower performance on two irrelevant
cases in the Caltech-101 dataset. This phenomenon
is identical to that of a hard dataset, which has many
objects in one image in the MS-COCO 2017 dataset.
Although better accuracy scoring is achieved, the size
of indexing files is more of a concern when dealing
with large datasets. ResNet50 in the CNN descriptor
approach has a 100-fold greater file capacity than does
the LSH approach, which has a 128-bit length and is
currently more efficient at storing large amounts of
media data.
After the top 5 related images are obtained, when
more k-top query results are considered, the larger
search space of LSH tends to have more irrelevant re-
sults. In the context of using a CNN descriptor, the
longer the hashing code is, the better the number of
relevant results given by the system since long hash-
ing maintains more information about images. In the
first approach, we align the CNN feature vector as a

pipeline for measuring the baseline approach. The
mAP results indicate that at a bit length of 2048, LSH
yields the same result as does raw indexing when deep
learning features are used with less space for stor-
age. At the object level, when retrieving images from
the Caltech-101, CIFAR-10 and 102-Flowers datasets,
ResNet18 achieved mAP scores of 74.3%, 53.1% and
58.8%, respectively, while at the context level, the
highest mAP score was achieved at 6% in the MS-
COCO 2017 dataset. The main reason for choosing
ResNet and MobileNet is model compression; as the
purpose of decreasing the size of the model architec-
ture, we can assume an approximate result when in-
creasing the number of bits in the LSH approach.
Second, in a hashing-based approach, various feature
vector sizes aremapped into 128 bits of length in LSH.
Although ResNet50 is larger in terms of dimensions,
it seems to have lower results than the other meth-
ods and proposes the hypothesis that when there are
too many features, the discrepancies between images
within the same class are farther apart, resulting in a
decrease in performance. The LSHmethod is suitable
for determining the trade off between storage capac-
ity and accuracy in CBIR systems. In the case of large
databases such as MS-COCO 2017, indexing via LSH
notably differs from raw indexing via features from
deep learning models.
As shown inTable 5, as the bit length increases, the re-
sults gradually achieve the same performance as that
of the CNN feature vector-based approach. In the
context of using ResNet50, the result surpasses that of
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Figure 8: Example of the Top-5 retrieval results of individual approaches on the Caltech-101 dataset.

Figure 9: An example of a Top-5 retrieval result from theMS-COCO 2017 dataset.

Table 4: mAP of the feature-based CNN descriptor with k = 5

Resnet18 Resnet50 MobilenetV3_small MobilenetV3_large

Caltech-101 74.3 24.3 34.2 23.3

CIFAR-10 53.1 8.1 16.7 7.5

102-Flowers 59.8 4.3 14.1 3.3

MS-COCO 2017 76.7 27.4 38.5 31.9
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Figure 10: mAP on the Caltech-101 dataset on the k-top query result.

Table 5: mAP on different datasets using LSHwith 128 bits

Resnet18 Resnet50 MobilenetV3_smallMobilenetV3_large

Caltech-101 52 7.5 4.9 3.5

CIFAR-10 29.7 5.8 6.2 5.5

102-Flowers 29.6 0.9 1.1 1

MS-COCO 2017 3.4 0.16 0.08 0.11

the baseline method while having a smaller indexing
file size (17.7 mb compared to 57.1 mb). The LSHs
are not highly sensitive to noise in the data. A sim-
ilarity search is performed by mapping the same (or
nearby) hash buckets with high probability, even if
there is noise in the data. The noteworthy result of
ResNet50 when achieving 25 as opposed to 24.3 in
feature vector approaches remains our proof on dif-
ferent datasets and other model options. 102-Flowers
have moderate results, as some classes in the dataset
having identical patterns for hashing lead to class dis-
tances in the search space being quite close to each
other.
In the retrieval stage, we choose a distinctive layer for
feature vector representation. Choosing between the
layer before the fully connected layers or the last layer
would achieve better semantic-based indexing than
feature-based indexing. In our experiment, we imple-

ment 3 different layers with a wide range of bit lengths
from16 bits to 2048 bits. It seems that flattening yields
a better description of feature presentation than does
the representation of semantic meaning in construct
buckets.

CONCLUSION
This paper has researched and developed an image re-
trieval system based on key ideas that combine deep
visual features and hashing algorithms. The main
contribution of our research is the proposed frame-
work for image representation with binary code from
deep visual features, which can search for semantic
similarity among large-scale image datasets. This pa-
per researched and applied two state-of-the-art deep
learning architectures, ResNet andMobileNet, for the
feature extraction stage. These visual features are fed
into the LSH algorithm to transform into binary code
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Table 6: mAP for various bit lengths of the LSH

Bits Length Caltech-101 CIFAR-10 102-Flowers MS-COCO2017

MobileNetV3-
Large

256 4.8 6.8 0.8 27

512 7.9 7.3 1.1 27.8

1024 8.9 8.2 1.2 28.3

2048 12.9 9.2 1.5 29.9

MobileNet 256 7.7 6.8 1.4 27.3

512 8.8 7.3 1.5 28

1024 13 8.2 2.7 28.1

2048 17.7 9.2 3.7 28.5

ResNet50 256 9.6 6.4 0.96 31

512 16 6.6 1.7 34.8

1024 21.9 7.6 2.3 37.6

2048 25 8.2 3.4 38.7

Table 7: Different bit lengths in the two last layers of themodel architecture

Model Caltech-101

MobileNetV3-Large Bits Length Flatten FC-CLF

256 13 3.9

512 17.7 4.3

1024 22.2 7

2048 23.8 8.6

for speed and scalability in searching. A comprehen-
sive experiment is tested on four datasets (CIFAR-10,
Caltech-101, Oxford-102-Flowers, and MS-COCO
2017), and multiple lengths of bits are used in binary
code. The results show that the binary code of 2048
bits and the ResNet architecture have the best per-
formance on our pipeline. Moreover, the MobileNet
proves that the architecture is stable and robust when
balancing speed and mAP. However, the limitations
of this system include the use of multiple stages for
binary codes for each image. For further research, we
will investigate a deep architecture that can generate
binary code directly by training using labeled image
data from one stage in future work. We also consider
combining deep visual code with GPUs or distributed
computing to further improve the speed and scalabil-
ity of the retrieval system.

ABBREVIATIONS
LSH: Local Sensitive Hashing

SIFT: Scale-invariant Feature Transform
SURF: Speed Up Robust Feature
BOW: Bag of Words
LBP: Local Binary Pattern
ResNet: Residual Network
CNN: Convolution Neural Network
ConvNets: Convolution Neural Networks
GAN: Generative Adversarial Network
VGG: Visual Geometry Group
SOTA: State of the art
CIFAR-10: Canadian Institute for Advanced Re-
search
MS-COCO 2017: Microsoft Common Object in
Context 2017
Caltech-101: California Institute of Technology 101
GPUs: Graphics Processing Units
CBIR: Content - Based Image Retrieval
TP: True Positive
FP: False Positive
FN: False Negative
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TN: True Negative
AP: Average Precision
mAp: Mean Average Precision
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